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T he term artificial intelligence (AI) 
has become pervasive in 
conversations about the future of 
healthcare. AI has the potential 

to transform medicine through novel 
models of scientific discovery and 
healthcare delivery, ultimately leading 
to improved individual and public 
health. Yet misunderstanding and 
miscommunication abound. Thus, 
concepts related to AI need to be defined 
and explained to elevate our general 
level of understanding and our 
discourse around the topic.

The Promise of AI in Healthcare
AI has been studied by computer 
scientists for over 70 years. The term 
itself was coined by John McCarthy in 
1956 at the first workshop on the 
subject at Dartmouth College (1). But the 
theory and topics that became known as 
AI have a much longer history (2). Even 
so, it remains one of the most complex 
and misunderstood topics in computer 
science because of the vast number of 
techniques used and the often-nebulous 
goals being pursued.

AI and healthcare have been bound 
together for over half a century. The 
Dendral project was an early expert 
system based on AI techniques from 
Stanford in the 1960s. Its was used for 
scientific hypothesis formation and 
discovery. The primary focus was to 
determine organic-compound 
structures by analyzing their mass 
spectra (3). Dendral was followed by 
Mycin in the 1970s (also by Stanford 
University) with the goal of identifying 
infection-causing bacteria and to 
recommend antibiotics, with dosage 
adjusted to patient weights. The 
concepts behind Mycin were 
generalized to all internal medicine in 
the 1980s with the Caduseus system 
(developed by Harry Pople at the 
University of Pittsburgh). At the time, 
it was described as the “most 
knowledge-intensive expert system in 
existence” (4). In parallel, techniques 
based on such programs were 
developed for drug discovery. 

Since those early programs, 
techniques and healthcare-use cases 
have developed against a wider backdrop 
of AI “summers and winters” — an apt 
metaphor for the cyclical interest in AI 
measured against expectations or hype 
and the realities of AI implementation. 
Currently, some industries, including 
bioprocessing, are experiencing an 
unprecedented AI summer that many 
believe is an integral part of the digital 
age, often called the Fourth Industrial 
Revolution. For companies that develop 
and manufacture biopharmaceuticals, it 
is known as Bioprocessing 4.0. 

All major healthcare and life science 
organizations have used or are 
investigating AI-enabled applications. 
The current success (and hype) of AI is 
driven largely by increases in computing 
power, availability of cheap storage and 
fast networking, advancement of 
algorithms, increasing data capture 
mechanisms, and increased awareness 
among consumers. However, navigating 
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the growing interest in such a large 
subject demands a well-defined set of 
foundational concepts and terms. 

AI has made the most advances in 
applications with access to substantial 
structured data and in cases where the 
problem to solve is well understood or 
straightforward to define (e.g., image 
recognition and language translation). 
The opposite is true for most cases in 
healthcare, where data are hard to 
obtain because they are expensive, 
restricted, and often incomplete or 
fractured among different stakeholders. 
Typically, life-science data are complex, 
inherently high-dimensional, and 
semistructured or unstructured. In such 
cases, the questions to answer are not 
simple to frame. Nonetheless, the 
potential of AI to influence patient 
quality of life dramatically continues to 
drive the development, validation, and 
implementation of AI in healthcare 
settings. Implementation will require 
detailed attention to safety and efficacy, 
so broad adoption will take time and 
effort to get right. Below, we hope to 
serve that goal by orienting newcomers 
to the current understanding and 
development efforts for applications of 
AI in healthcare.

The first step in elevating 
understanding is to settle on 
definitions. Merriam-Webster defines 

artificial intelligence as “the capability 
of a machine to imitate intelligent 
human behavior” (5). That definition is 
fraught with issues, most of all being 
the comparison with “human behavior,” 
which is itself ill defined. Further, the 
brief definition limits the concept of 
intelligence, which is not exclusively 
human. Currently, contrived agents 
perform tasks in supplement to and 
often above “expert” human 
counterparts (6). In his book, Max 
Tegmark refers to AI in the abstract as 
anything that is “nonbiological [and has 
the] ability to accomplish complex 
goals” (7). That concise definition also is 
problematic because a great deal of 
recent work, both theoretical and 
practical, has been performed on 
biologically based “intelligent agents” 
such as a DNA-based agent (8). 

For such reasons, we at the Alliance 
for Artificial Intelligence in Healthcare 
(AAIH) prefer the more mundane (but 
clear cut) definition of AI as “the study 
of artificial intelligent agents and 
systems, exhibiting the ability to 
accomplish complex goals.” All machine 
learning (ML) systems consist of 
training data, learning algorithms, and 
a resulting model representation. 

ML models can take in and train on 
more data than a person can. ML models 
can operate at speeds and scales well 

beyond human capability. ML 
algorithms can build far more complex 
models than a human could. ML is data-
driven, and the models can be applied 
to all narrow problems given proper 
training data. Because of the complexity 
of biology, the rate at which new 
knowledge is being generated in 
healthcare, and the reaction speed 
needed in time-critical decision making, 
ML is a tool that can help scientists, 
clinicians, and medical professionals 
along the spectrum of biomedical 
discovery, clinical development, patient 
care, and population health to make 
good decisions.

ML helps biomanufacturers reduce 
failure rates and lower drug 
development costs by increasing the 
number and quality of available targets, 
designing and testing molecules that are 
effective at treating disease with 
minimal toxicity or adverse events, and 
selecting the right patients at the right 
times for the right treatments in clinical 
trials. In clinical care, ML drives 
efficiencies in clinical workflows. It also 
plays a significant role in aiding 
decision making among health 
practitioners along the continuum of 
prevention, diagnosis, treatment, and 
patient follow-up. ML permits early, 
accurate diagnosis by aggregating 
disparate pieces of information and 

Figure 1: Pilot system set up (F1 score is the harmonic mean of precision and recall, taking into account both false positives and false 
negatives.)
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extracting key patterns from data sets to 
help identify effective interventions 
early on — when conditions are 
amenable to treatment.

To produce an ML model, a 
representation of your data must be 
selected. When possible, each parameter 
in that representation should relate to 
the underlying phenomenon being 
modeled in a meaningful way. For 
example, a model of cancer risk would 
have a set of meaningful parameters 
including age, tobacco consumption, 
weight, alcohol consumption, and so on. 
Examples of parameters unrelated to 
cancer risk would be color of car or 
favorite music style. Inclusion of 
parameters unrelated to a phenomenon 
can be problematic because ML 
algorithms look for correlations. An 
unrelated parameter is statistically likely 
to contain a spurious correlation given 
that training sets are finite in size. That 
can lead to biases and false conclusions.

To illustrate potential applications 
and underlying decisions that drive AI 
adoption, the series of case studies 

below focus on how AI has and can be 
used to advance healthcare. This 
sampling represents applications in 
drug development.

Pharmacovigilance
Pharmacovigilance (PV) is the study of 
adverse effects from pharmaceutical 
products after dosage administration. 
Almost all markets for pharmaceutical 
products have regulations on collecting 
and studying PV data, both pre- and 
postapproval. With the increase in 
human longevity, improved access to 
pharmaceuticals, and emergence of 
internet-connected monitoring devices, 
the amount of PV data being processed 
by companies related to their products 
is increasing rapidly.

Approach: Pfizer concluded that case-
processing activities (extracting data 
using natural-language processing from 
submitted documents) constitute up to 
two-thirds of internal PV resources. To 
improve the cost and efficiency of case 
processing, the company compared PV 
AI solutions from three vendors with 

that from its internal AI center of 
excellence (9). 

Solution: In a pilot system, the 
vendors’ AI systems were trained using 
a set of 50,000 correctly annotated 
documents. Then the systems were 
tested on 5,000 unannotated test 
documents and compared with the 
hand-processed annotated version. In 
the second cycle, the amount of training 
data was doubled to establish whether 
the systems would become more 
accurate as additional training data 
were used (Figure 1).

Business Results: The study found 
that two vendors had an accuracy rate 
>70% in extracting information from PV 
data test sets. Case-level accuracy 
showed that the same two vendors 
processed 30% of cases with >80% 
accuracy and showed improvement in 
their second cycle.

Forecasting Cell Culture
Cell culture is an important step in 
biomanufacturing therapeutic 
antibodies, metabolites, and other 
biologics. Chinese hamster ovary (CHO) 
cell lines are used to express 
recombinant proteins for a number of 
drug products, including vaccines and 
anti-PD-L1 checkpoint inhibitor 
antibodies (pembrolizumab). CHO cells 
and most expression platforms are 
subject to inherent variability caused by 
biological and abiotic factors. That can 
cause inconsistencies in production 
quality and quantity, potentially leading 
to costly shutdowns or batch failures.

Approach: ML models trained on 
historical production data (e.g., process 

With the increase in 
human longevity, 
improved access to 
pharmaceuticals, and 
emergence of internet-
connected monitoring 
devices, the amount of 
pharmacovigilance 
DATA being processed 
by companies related to 
their products is 
increasing rapidly.

Figure 2: Bioreactor-integrated model predictive controller (MPC) (10) (CPP = critical 
process parameter, CQA = critical quality attribute; Nova Flex and Delta V are proprietary 
systems of Nova Biomedical and Thermo Fisher Scientific, respectively.)
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Figure 3: Representation of the generative adversarial networks (GANs) and 
reinforcement learning (RL) 
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conditions and real-time monitoring 
data) can be used to forecast production 
outcomes and catch detrimental 
variations before they cascade into 
downstream failures.

Solution: Schmitt and colleagues 
(from bioprocessing giants Lonza and 
Pfizer) devised a classification model 
that could predict whether a run would 
result in lactate consumption or 
accumulation (10). While building their 
model, the researchers also identified 
novel hypotheses into the metabolic 
mechanisms of lactate production. The 
result of this modeling effort was a 
dynamic model predictive controller 
(MPC) to modulate lactate production 
(Figure 2). 

Business Results: The ML-derived 
MPC enabled bioprocessing engineers to 
control lactate accumulation in 
bioreactors, thereby improving specific 
productivity of a cell culture. Predictive 
models coupled with dynamic controls 
could benefit biomanufacturing 
processes, enabling optimization of 
production systems, decreasing failure 
risk, and facilitating error- free 
automation. Such capabilities could 
provide economic benefits. With the 
biomanufacturing industry’s need to 
scale up production of many drug 
products (e.g., vaccines), such 
ML-enabled scaling can benefit public 
health as well.

Small-Molecule Generation
Small-molecule drug discovery requires 
a vast search space and a large number 
of design–make–test cycles to find a 
single candidate molecule. Candidates 

must meet different stringent criteria 
for in vitro and in vivo characteristics 
and behavior. Producing, or “inventing,” 
molecules with optimal drug-like 
properties instead of searching for one 
is exactly the idea being pursued by a 
number of groups using generative 
adversarial networks (GANs). 

The first peer-reviewed publications 
on the application of GANs to 
generative chemistry used molecular 
fingerprint representation and an 
adversarial autoencoder (AAE) 
architecture (11, 12) as well as string-
based representations using variational 
autoencoders (VAE) (13, 14). Later 
versions combined GANs and 
reinforcement learning by introducing 
the objective reinforced generative 
adversarial network (ORGAN) 
architecture for generating novel 
molecules (15). The approach was 
extended by introducing adversarial 
threshold (AT) (16) and differential 
neural computer (DNC) (17) concepts. 
GANs can generate novel molecules 
using a graph representation of a 
molecular structure (18) and three-
dimensional representation (19). 

Approach: Zhavoronkov et al. 
developed a generative tensorial 
reinforcement learning (GENTRL) neural 
network for de novo lead-like molecules 
design with high potency against a 
protein of interest (Figure 3) (20). They 
discovered potent inhibitors of discoidin 
domain receptor 1 (DDR1) (a kinase 
target implicated in fibrosis and other 
diseases) within 21 days.

Solution: Reinforcement learning, 
variational inference, and tensor 

decompositions approaches were 
combined into a generative two-step ML 
algorithm named GENTRL. The first step 
was to train an autoencoder-based model 
to learn a mapping from a discrete 
molecular space to a continuous 
parameterized space. At that stage, the 
network was trained on the general 
medicinal chemistry data set together 
with kinase chemistry and patent data. 
Medicinal chemistry evolution 2018 
(MCE-18), half maximal inhibitory 
concentration (IC50), and medicinal 
chemistry filters were used to 
parameterize learned representation (21).  

At the second stage, the model was 
fine-tuned to expand the latent manifold 
toward discovering novel inhibitors and 
preferentially generate DDR1 kinase 
inhibitors. Reinforcement learning was 
applied with reward functions based on 
self-organizing maps (SOM).

The trained GENTRL model generated 
30,000 novel unique molecular 
structures, which were filtered with the 
prioritization pipeline down to 40 
molecules selected for synthesis and 
real-world experiments (Figure 4). Out 
of six remaining molecules, two had 
two-digit nanomolar IC50 and high 
specificity against DDR1 protein.

Business Results: The generative 
network now can be used to generate 
compounds with desired 
physicochemical properties, thus 
reducing the need for manually 
generating combinatorial libraries of 
compounds. The strategy could increase 
the efficiency of lead generation by one 
or more orders of magnitude and help 
researchers identify compounds to test 

Figure 4: Workflow and timeline of the discoidin domain receptor 1 (DDR1) project (GENTRL = generative tensorial reinforcement 
learning, IP = intellectual property, MCF = medicinal chemistry filters, RMSD = root-mean-square deviation)
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against previously hard-to-drug targets 
across different disease areas.

Modeling Side Effects of Drug 
Combinations (Polypharmacy)
Some diseases and medical conditions 
are treated with drug combinations. For 
treatments against cancer, for example, 
combination therapies are being explored 
to find targeted therapies and biologics to 
pair with chemotherapy or with one 
another. Some drugs such as checkpoint 
inhibitors (CPIs) (e.g., pembrolizumab) 
have attained blockbuster success yet fail 
to improve outcomes for most patients. 
Thus, an entire cottage industry has 
grown to search for the right drugs to 
combine with CPIs to expand their 
effectiveness in patients. Another 
example is the common scenario in 
which a patient takes multiple drugs as 
part of their daily regimen, and 
polypharmacy increases the chance of 
deleterious side effects because of drug–
drug interactions. 

Adverse events are a major concern 
in drug development. Every drug must 
pass stringent toxicity criteria before 
approval. Yet testing all possible drug 
pairs for adverse events induced by 
drug–drug interactions is impractical, 
and many clinical trials are too small to 
detect rare but serious polypharmacy 

effects. Over 15% of the US population is 
influenced by polypharmacy. Treating 
the unexpected consequences costs 
hundreds of billions of US dollars.

Approach: Zitnik and colleagues at 
Stanford (212) developed a graph 
convolutional network (GCN) approach 
to model drug–drug interactions and to 
predict specific side effects and 
complications associated with such 
interactions. Their model uses 
information from drug–protein (target) 
and protein–protein interactions. Those 
relationships were meaningful in the 
prevalence of multidrug prescriptions. A 
key innovation of the model was that it 
not only predicted whether to expect a 
drug–drug interaction or polypharmacy 
side effect, but also identified the 
specific type of interaction to expect 
from among nearly 1,000 defined 
adverse side effects. 

Solution: The authors presented 
Decagon, a solution to a “multirelational 
link prediction problem in a two-layer 
multimodal graph/network of two node 
types: drugs and proteins” (Figure 5). 
Data sets were assembled from published 
sources; different protein–protein 
interaction networks; STITCH database 
for drug–protein interactions; and Sider, 
Offsides, and Twosides databases for 
drug–drug interactions. Once the authors 

harmonized vocabularies, the resulting 
network included 645 drug and 19,085 
protein nodes linked by 715,612 protein–
protein, 18,596 drug–protein and 
4,651,131 drug–drug edges.

The Decagon model consists of an 
encoder and decoder. The encoder is a 
GCN that operates on the graph of 
protein–drug nodes and edges that 
create embeddings for the nodes. The 
decoder uses tensor factorization to 
translate the node embeddings into 
edges to predict the likelihood and type 
of polypharmacy events (drug–drug 
interactions). During training, model 
parameters are optimized by cross-
entropy loss, with 80% of the data used 
for training. The rest is removed for 
parameter selection and testing or 
validation. The Decagon network 
outperformed other tensor-factorization 
and neural-embedding approaches to 
polypharmacy prediction by a wide 
margin. Its average area-under-the-
receiver operating characteristic 
(AUROC) score across all 964 side-effect 
types was 0.872, with the nearest 
comparator at 0.793. The model 
performed especially well for side 
effects with strong molecular bases.

Business Results: The Decagon model 
could be used in primary care settings 
as a decision-support tool for physicians 
to guide prescriptions for patients 
taking several drugs. Alternatively, the 
model could be helpful in designing 
drug-combination clinical trials. 
Eventually, a model of this type might 
also serve a regulatory function, such as 
for contraindication labeling. 

The Future of AI
AI tools have been applied across 
different healthcare use cases, 
including aiding in drug discovery, 
improving clinical outcomes, and 
optimizing biomanufacturing. In the 
coming years, we expect the bioprocess 
industry to face increasing competitive 
pressure to leverage AI for optimizing 
and shortening product development 
times. The long and bumpy road from 
preclinical discovery to market ideally 
will be shortened and smoothed by 
intelligent agents helping with design, 
discovery, optimization, positioning, 
and production. Downstream failures 
will be predicted before a product ever 

Figure 5: Nodes and edges comprising protein and drug graph operated on by the 
Decagon graph convolutional neural network
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enters a laboratory, clinic, or 
bioreactor. The AI-enabled future not 
only will disrupt traditional approaches 
to biomedical discovery and healthcare 
delivery, it will accelerate progress in 
cutting-edge fields such as synthetic 
biology and metabolic engineering, cell 
and gene therapies, and novel 
biologics. 

With advances in protein-structure 
calculation courtesy of Deepmind’s 
Alphafold (23), biomanufacturers will 
begin to observe a heavy emphasis on 
computing biologic functions and toxicity 
— not only from a structural standpoint, 
but also from a systems biology 
perspective. Solving the challenges of 
systems biology will require a massive 
number of calculations, either from 
supercomputers or the oncoming 
quantum computing revolution. Far more 
options in biologics formulation will be 
available because the successes and 
failures of the past two decades can be 
used to teach computers to optimize 
excipient selection and offer a wide range 
of choices for drug delivery. 

Similarly, biomanufacturing will be 
transformed by combining biologic 
sequence data with cell-growth kinetics 
to predict the precise conditions and 
reagents that will maximize yield. And 
clinical trial patient selection will 
become more precise, moving the 
industry away from attempting to 
discover panaceas and toward 
personalized medicines.

Given the potential benefits of AI in 
healthcare, but also its real possibility to 
cause harm, we call for a concerted and 
collaborative effort to improve 
industrywide understanding of the 
complexities of AI. Critically, the 
healthcare industry should work together 
with governments and patients to 
advance the discussion of responsible AI 
use. We must work to develop standards 
that will ensure trustworthiness and 
transparency in decisions supported by 
AI as we promote the use of AI in all 
aspects of healthcare to ensure the best 
possible decisions always are made.
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