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1 Introduction

MailLab is software that serves as your data scientist and strongly supports you in utilization
of data for solving problems. It performs data analysis, which is considered difficult and
troublesome, completely automatically, and automatically generates the optimum diagnosis
model for solving problems. Since the automatically generated diagnosis model can be
used as is in the MaiLab environment, there’s no need to construct a separate operating
environment. This document explains procedures for easily using and experiencing MaiLab

and methods for more effective utilization.

Scope of MaiLab support

Preparing data

w Offline analysis v

Scope of automation by MaiLab

Selecting
Selecting data analysis .
. - Evaluating
L Pre-processing and extracting method and . .
Viewing data . diagnosis
data feature creating
" . ; model
quantities diagnosis
model
V¥ Real-time diagnosis
Employing diagnosis model
Structure of this document
Try MaiLab in action! Using sample data, you can experience going through the operation of Mailab.
Using MailLab in various Go to this chapter for how to perform data analysis and diagnosis model
ways creation completely automatically.
Creating an original Go to this chapter for how to perform from data analysis to diagnosis model
diagnosis model creation based on user judgments instead of completely automatically.

Explains concepts and methods for improving the automatically created
diagnosis model.

Improving the accuracy
of the diagnosis model

How to create diagnosis
models with higher accuracy

Explains how to proceed with data analysis and the concepts involved. You can
deepen your knowledge of data analysis and utilize MaiLab more effectively.
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Terms

Term ‘

AutoML function

Explanation

Function in which the user just inputs data and Machine Learning is automatically
performed to create a diagnosis model.

Diagnosis model

Learning results created using learning. During real-time diagnosis, predictions are made
based on the learned content by inputting operation data.

Offline analysis

Indicates all phases including visualization, pre-processing, and machine learning
performed on data. Offline analysis is performed before starting operation, and a diagnosis
model is created as the results.

Real-time
diagnosis

Indicates the phase of performing predictions during operation using the diagnosis model.

Objective variable

Variables within the data that are prediction subjects. When performing supervised
learning, these variables are necessary as data used for offline analysis.

Explanatory
variables

Variables within the data that are used for prediction of objective variables.
The diagnosis model receives the explanatory variables during learning and makes
predictions based on the learned content.

Trademarks and Registered Trademarks

* “EDGECROSS” is registered trademark of Edgecross Consortium,a general incorporated association.

* QR Code is either

aregistered trademark or a trademark of DENSO WAVE INCORPORATED in the

United States, Japan, and/or other countries.

* The company names, system names and product names mentioned in this document are either
registered trademarks or trademarks of their respective companies.

* In some cases, trademark symbols such as ‘™’ or ‘® are not specified in this document.
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2 Try MailLab in action!

In this chapter, sample data will be used and the following procedures will be explained.

- Creation of a diagnosis model using the automatic analysis of the AutoML (Automatic Machine
Learning) function.

- Real-time diagnosis using the diagnosis model

. 2.1 Before starting 2.2 What to prepare
E Check the outline of MaiLab operating E
: procedure and terms. Prepare the sample data. :
: : . v :
: 2.3 Using MailLab :
. Create a diagnosis model using the AutoML «Create data set. e<Create task. E
: function and execute the created diagnosis model. eCreate Al. e Execute task. .

VA v .

[ ]

Check in the preview display. Using AutoML with your own data o

3.1.2 Visualizing the created data set Chapter 3 Using MaiLab in various ways °

[ )

v v

Chapter 5 Improving the accuracy of { } Chapter 4 Creating an original
the diagnosis model diagnosis model

2.1 Before starting

The procedure for creating a diagnosis model using the AutoML function and executing the created
diagnosis model is shown below. Use sample data and perform the following procedure.

S 2 GY i

Add a data set Create the Al Create the task Execute it
Import the data to be The data’s regularity and Settings for performing Execute the task and
used for analysis to create rules are derived through diagnosis of unknown data monitor the diagnosis
the diagnosis model learning using the data using the created Al are status of unknown data.
into MaiLab. A group of set. Amodel that enables called a “task”. Define the The Al operation can be
imported data is called a diagnosis of unknown data data input/output methods checked in the GUI using
“data set”. Data sources is called “Al” in MaiLab. In and threshold values the monitor function.
which can be imported are MailLab’s AutoML function, for OK/NG judgments of (Whether data are flowing
CSV-format and TSV-format ~ when what you want to do diagnosis results. according to the settings,
text files. (objective) is selected, an “Al” good or bad judgment

is automatically created. status, etc.)




About the created diagnosis model

In this chapter, sample data will be used to create a diagnosis model for inferring wine quality.

The sample data are the scientific data related to quality for 4535 bottles of white wine published by
UCI. Each line is the data for 1 bottle of wine, and consists of 11 items indicating component values
and 1 item for quality, for a total of 12 items. Wine quality is categorized into 3 classes: Class_0,
Class_1, and Class_2.

Sample data structure Component values (explanatory variables) Objective variable
: d
Tartaric acid Acetic acid Citric acid Residual Chloride Fr.ee sulfurous Sulfurous acid . Sulfate Alcohol by | . .
Concentration concentration concentration S-9or concentration acid concentration Density PH concentration volume Wine quality
concentration concentration
7 0.27 0.36 20.7 0.045 45 170 1.001 3 0.45 8.8 Class_1
8.1 0.28 04 6.9 0.05 30 97 0.9951 3.26 0.44 10.1 Class_1
7.2 0.23 0.32 8.5 0.058 47 186 0.9956 3.19 0.4 9.9 Class_1
8.1 0.28 04 6.9 0.05 30 97 0.9951 3.26 0.44 10.1 Class_1
7 0.27 0.36 20.7 0.045 45 170 1.001 3 0.45 8.8 Class_1
6.3 0.3 0.34 1.6 0.049 14 132 0.994 3.3 0.49 9.5 Class_1
8.1 0.27 0.41 1.45 0.033 11 63 0.9908 2.99 0.56 12 Class_0

Reference data: http://archive.ics.uci.edu/ml/machine-learning-databases/wine-quality/
The above data has been processed for the explanation.

By performing supervised learning using wine quality as the objective variable and the 11 items
of component values as the explanatory variables, a diagnosis model to infer quality from the
component values will be created completely automatically.

2.2 What to prepare

Step 1. Sample data preparation

Download the sample data from the MITSUBISHI ELECTRIC FA Global Website and unzip the
downloaded file.

B MELSOFT MailLab Data Analysis Textbook Sample Data download procedure

MITSUBISHI ELECTRIC FA Global Website top page
https://www.mitsubishielectric.com/fa/
Download - Sample Library

AN Home Sehstims Peodess  Servien b Suppen !-«-65—-\- ]

Sample data Download file

MELSOFT MaiLab Data Analysis Textbook Sample Data MaiLabSample.zip




Step 2. Check the folders and files

Check that the unzipped folder structure and files are as shown below.

X N Data files to be registered as a data
set and used for creating the Al.

MaiLabSample SampleData winequality_learning.csv

X Y Data files used when the task is
executed.

winequality_diagnosis.csv

—ﬁ Folder for storing data files during task execution

Input

—ﬁ Folder to which files of task execution results will be output.

Output

N

2.3 Using MaiLab

, MELSOFT MailLab - SampleProject

@ SampleProject > Home

Click “Data set”.
and executed. To learn how

to create Al, please press the START button.

, MELSOFTMai®d & @ meitan M

Click the “Create
new” button.

Name Comment

Divide the data for the 4535

bottles. Freely select the data for
3614 bottles and store them in
“winequality_learning” and store the
data for the remaining 921 bottles in
“winequality_diagnosis”.

In “winequality_diagnosis”, delete
the objective variable “wine quality”.

Click “Data set” in the side
bar.

In the Data Set Management
screen, click the “Create
new” button.




Create new data set

Name Input “Wine quality data”
[Wine quality data for Name.

Drag and drop the
“winequality_learning.csv”
file to upload it.

. SampleProject » Data set » Wine quality data

In the Create new data set
dialog, input “Wine quality
data” for Name and click
the “OK” button.

Upload the previously
prepared “winequality_
learning.csv” file.

The file reading setting

screen will appear. Click

the “OK” button.

*The details of displayed items
and setting content are explained
in chapter 3. In this section, click

the “OK” button without changing
any settings.

The uploaded CSV file will
be displayed. Click the
“NEXT” button.



Ea - |

0 SampleProject » Dala set

Wine quality data

Confirm that it is checked.

Create the Al

The program will proceed

to the Data Check screen.

Click the “COMPLETE”

button.

* The details of displayed items
and setting content are explained
in chapter 3. In this section, click

the “COMPLETE” button without
changing any settings.

Data set creation has
been completed.

Confirm that “Wine quality
data” is checked and click
the “CREATE Al” button.




Input “Wine quality
prediction” for

Name.

Click.

FORWARD

Step 2. Al creation

Create new Al

72

[7In the Create New Al
dialog, input “Wine
quality prediction” for
Name.

[ Confirm that “Wine
quality data” is selected
for Data set and “Auto”
is selected for How to
Create, and click the

Data sat
Wine quality data

Name
Wine quality prediction

“FORWARD” button.

How to Create

® Auto

Select “To predict the

‘What is the purpose?

() To detect errors

@ To predict the quality index value

To predict the size after machining before performing the machi@ing

() Toautomate the cause estimation

() To adjust device parameters

FORWARD

quality index value” for
Purpose and click the
“FORWARD” button.

Click.

O

(O Sulfate concentration

(O Alcohol by volume

Which variable will be predicted?

(O Tartaric acid concentration
O Acetic acid concentration

() Citric acid concentration

BACK £ m: CANCEL

Select “Wine quality” for
Variable to be predicted
and click the “FORWARD”
button.

Click.

FORWARD



The program will proceed
to the Learning screen.
Click the “START

: @ SampleProject » Al > Wine quality prediction

B Leaming seting LEARNING” button.

o Diagrosis target Leaming level . . .

~ * * The details of displayed items

o s

and setting content are explained

in chapter 3. In this section, click

Dite s time ancecirg: Nene LgheGhe T S — the “START LEARNING” button
TETENNL e asnet without changing any settings.

Al model details

®  START LEARNING

Learning will start, and the
learning progress will be

o e SampleProject » Al » Wine quality pre... > Learning status displayed.
A Pregess
RP—— e
Hlapses 0000%

Rumnairing 00004

T B

When learning has been
completed, the learning
results (scores) will be
displayed.

@ SampleProject » Al » Wine quality pre... > Leaming status

e

= Linare) bl L] - A
The data set is divided

into verification data and
test data, and learning is
performed. Since there is
some randomness in the
data division and parameter

settings, the score will not

oot 500 always be 78.

Click the “COMPLETE”
button.

using this Al

- —
. —
ben guod idea o cream e | £ - —
—
—]
—]




A Do you want to complete the learning?

Complete the Al automatic learning. To edit the process flow after
completion, open the created Al. To change the learning settings for Al
automatic learning and re-learn, please cancel.

v

Creating Al has been completed.

ATk T_“'_T &0
°

A 4
Al creation has been completed.

@ sarpierroject > Al

Wine quality prediction

Confirm that it is checked.

v

Create task

Click the “OK” button.

The created Al will be
displayed. Click the “OK”
button.

[F1 Al creation has been
completed.

[Z Confirm that “Wine
quality prediction” is
checked and click the
“CREATE TASK” button.



Step 3. Task creation

®

[l In the Create New Task
dialog, input “Wine
quality prediction_task”

Input “Wine quality for Name.

prediction_task” for Name.

[A Select “Local diagnosis

terminal” for Diagnosis
terminal.

Create a new task

[ Confirm that “Wine
quality prediction” is
selected for the Al and

Select task type “Simple task” is selected

@ simple task O Advanced task for the Task type, and

f-@; click the “OK” button.
= aol

Senct Sap

Local diagnosis terminal -

Select “Local diagnosis

terminal” for Diagnosis
terminal.

1 -
n The Create Simple Task
Eirrorerars screen will appear. Click
2 ’ SampleProject » Task > Wine quality prediction_ta the “CHANGE” button in
+ Input.
Ll © Notset i o
CHANGE
Al
S —
Threshold -
Output
© Notset oo
&l The input data stream
Select dialog will appear. Select
“Text file”. ‘ “Text file” for Connection

Input the full path
to the “Input”
folder. waaEmanrle

method.

[ Input the full path to
the previously prepared
“Input” folder of the
unzipped files for Folder
path.

wineql.n.alil)r ( ||
Input “winequality” (the
Input “winequality” (the first part first part of “winequality_

of “winequality_diagnosis.csv”).

diagnosis.csv”) for Prefix
of file name.




Input data stream

i alty

Confirm that the following have been set, and
click the “NEXT” button.

e Header line number: 1
e Data start line number: 2

T D ¢ m >

eSampiePrcjecl > Task » Wine quality prediction

Input
+  Text file oo

Al

¥ i ity pracicnen

ot 30mmrg »
Threshold -
Output
i d CHANGE
© Not set § ouce

Data assignment setting

Plaass aaxign e inpet fata 10 the sxplanaiory varisle.

Select

“Text file”.

Teuxt file

Input the full path @_

to the “Output”
folder.

Saving file path settin
Folder path
CAL ab\Dn pi\Mai Output

Result

File output conditions

1

Input “Result”.

File saiting

csv -

v

The program will switch to the Data assignment
setting dialog. Click the “OK” button.

v

Click the Output “CHANGE”
button.

ffl The Output data stream
dialog will appear. Select
“Text file” for Connection
method.

{2 Input the full path to the
“Output” folder for the
Saving file path setting.

{E Input “Result” for Prefix
of file name.



m Cutput dats stream

Tost e

Sanieg e pass sating

[c Ly A, it Cop 55 M 86 Ot i

or cutpus coronora. Fi putang

Comperaten npton
@ o

fof Temp—

Confirm that the following have been set, and
click the “NEXT” button.

*Number of diagnosis execution: 1

e Number of maximum records: 1000

¢ File extension: CSV

e File format: UTF-8

: o SampleProject » Task » Wine quality prediction_task
; Input
o " Text file cnanon
. A
v W ety preTen
ooyl =
Theeshold -
Output
«  Text file e

Tors o sonumnn  Tartaris 2kt concenieanion

Acatc ackd coremetraton Adeb sk BoroeniTaton

ot corcarton, (Al mokd seraenaton
P s o el gl congantisbc

Eriorede concasrescr Crie concenmaon

RS OEIE B R U L

[ Ak Fn uipnt Tiemm i Fnt Cotarms

The program will switch to the Output variable
setting dialog. Click the “OK” button.

v

Click the “COMPLETE”
button.

v

Task creation has been completed. Task creation has been

o SampleProject > Task
B

O - I

completed.

e sy ot

v

Execute the task




Step 4. Task execution i gp

Confirm that “Wine

quality prediction_task” is
checked, and select “Start”
from the right-click menu.

A Do you want to start the task?
H Name T Execution status
Start the stopped task. } v A Local diagnosis terminal
PITIIN M Wine quality prediction_task .ﬁ' RUN
m GG CANCEL
In the Task Start Confirmation dialog, click the Confirm that the Task execution status changes
“OK” button. to “RUN”.

v

Click the “MONITORING
START” button.

. SampleProject » Task
O o 6 i




Wine quality prediction
No Graph

Click.

‘ TOP » Wine quality prediction_task

« Wine quality prediction

[Dragnosis resutt graph Dnagronn resul rate
[—
E
—— 1
. a!
MaiLabSample SampleData
winequality_learning.csv
a,
winequality_diagnosis.csv
[ —
1
Input Copy.
)
—— 1
Output

v

The monitor screen will
be shown in a separate
browser tab. Click the “Wine
quality prediction” tab.

The Wine quality prediction
task diagnosis results
monitor screen will be
shown.

Copy the previously
prepared “winequality_
diagnosis.csv” file to the
“Input” folder for data
input.




@ 107+ Wine quality prediction_task

« Wine quality prediction

] The diagnosis execution
results will be shown in
the Diagnosis terminal
monitoring screen.

[¥] The results of category
division of “winequality_
diagnosis.csv” by Al are
shown in line graphs and
pie charts.

[¥] Category results and
data input to Al are
shown in table format.
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3 Using MailLab in various ways

Various procedures for performing diagnosis using the Al created by the AutoML function will be
explained.

S 52 &
- : 3.3 Executing tasks using the
3.1 Creating the data set 3.2 Creating the Al created Al

3.1 Creating the data set

What is a data set? @
In order to analyze the data and create the Data set specifications
diagnosis model, the data subject to analysis Item | Explanation | Remarks
is registered in MaiLab. A group of registered Maximum number of | 256
data is called a “data set”. By registering the variables variables
data set, the data can be visualized in tables Max”zum number of | 864,000
. . records rows
or graphs, and diagnosis models (Al) can be - -
Maximum number 128 Maximum number for 1
created. that can be created project
Maximum size that 2GB Total size for 1 project
can be created

Data source 2 =3 i ~
(CSV/TSV) Data set & : :
V. V Ve £ V: V V. =
B—2— R — AT —@>
s - =1 iy i - e = e
% VQ




Data source

The original file of data to be registered as Data source specifications

a data set is called the “data source”. Data

sources which can be registered are File extension .csv, .tsv

CSV-format and TSV-format text files. Supported character codes UTF-8, Shift-JIS
Maximum number of characters for variable name | 255 characters
Maximum number of characters for each data 255 characters
Maximum size for 1 file 1GB

M Data source structure

The data source structure consists of “header rows” containing the data names (variable names) of
each column, and “data rows” containing the data.

Data source example

[LOGGING] | - \ 3 \ 4 [ 5 Header rows:
Comment 1 Rows containing the data
DATETIME STRING[8] | SHORT[DEC.0] | SHORT[DEC.0] |... names (variable names) Must be
Time Product ID | Current Temperature | ... within the range of rows 1 to 19.
Comment 2
2022/03/03 12:00:00 | Prod1 5 40
2022/03/03 12:00:01 | Prod1 3 38 Data rows:
2022/03/03 12:00:02 | Prod1 3 45 Consists of 2 or more rows.
4 50 Since the first row is the row right

2022/03/03 12:00:03 | Prod1 )
. after the header rows, it must be

within the range of rows 2 to 20.

B Joining data sets

When the data sources are multiple files, data sources can be joined with each other and registered
as a single data set.

e Vertical join
osv | N

The data rows of multiple data sources with the same Data source 1 Join
structure are joined vertically and registered as a vertically

A .
single data source. A and register.
. L Data set
Join example Data source 2

Data source 1

[LOGGING] | - | 3 | 4 |5 The data rows of data sources
Comment 1 with matching header rows are
DATETIME STRING[8]  |SHORT[DEC.0] |SHORT[DEC.0] joined vertically.

Time Product ID |Current Temperature
Comment 2
2022/03/03 12:00:00 |Prod1 5 40 Data set
2022/03/03 12:00:01 |Prod1 3 38 Time Product ID |Current |Temperature |...
2022/03/03 12:00:02 |Prod1 3 45 2022/03/03 12:00:00 |Prod1 B 40
2022/03/03 12:00:03 |Prod1 4 50 2022/03/03 12:00:01 |Prod1 8 38
: : o 2 o 2022/03/03 12:00:02 |Prod1 8 45
Data source 2 » 2022/03/03:12.00.03 Prod1: 4 50

[LOGGING] [ - | B \ 4 | 5 2022/03/04 12:00:00 |Prod2 |5 40
Comment 1 2022/03/04 12:00:01  |Prod2 8 38
DATETIME STRING[8] |SHORT[DEC.0]|SHORT[DEC.0]|... 2022/03/04 12:00:02 |Prod2 3 45
Time Product ID |Current Temperature |... 2022/03/04 12:00:03 |Prod?2 4 50
Comment 2 . :

2022/03/04 12:00:00 |Prod2 5 40
2022/03/04 12:00:01 |Prod2 3 38
2022/03/04 12:00:02 |Prod2 3 45
2022/03/04 12:00:03 |Prod2 4 50




e Horizontal join

Two kinds of data sources are connected and joined, and registered as a single data set. This is used
in cases such as connecting both “device data” measured by sensors at the time of manufacture and
“inspection data” recorded from inspections after manufacturing, and performing learning.

Based on a specified join key (in the join example, “Product Join horizontally and register.
ID”), the data in rows with matching keys are joined
horizontally.

Variables with the same name are specified as the join . .
key. When there are groups of data sources with multiple é Eﬁ é

files, join each group vertically and then join the groups Group 1 Group 2
horizontally, Data source Data set Data source
(Example: (Example:
Device data) Inspection data)

Join example

Group 1 data sources Group 2 data sources
Loccl el Product ID INSTRREHEn Judgment
DATETIME STRING[8]  |SHORT[DEC.0]| SHORT[DEC.0] results
Time Product ID| Current |Temperature| (Prodi 150 Good T
2022/03/03 12:00:00 |Prod1 5 40 Prod2 155 Bad
2022/03/03 12:00:01 |Prod1 3 38 Prod3 151 Good
2022/03/03 12:00:02 | Prod1 3 45 m
: Prod2 4 39

Prod2 5 40

Prod3 5 38

Prod3 3 40

m 1:1 and N:1 (1:N)
| ]

joining can be

performed.
Data set
Time Product ID| Current |Temperature Infgseﬁg)n Judgment
2022/03/03 12:00:00 |Prod1 5 40 150 Good
2022/03/03 12:00:01  |Prod1 3 38 150 Good P
2022/03/03 12:00:02  |Prod1 & 45 150 Good h
: : : : 150 Good
Prod2 4 39 155 Bad
Prod2 ) 40 155 Bad
: : : 155 Bad
Prod3 5 38 151 Good
Prod3 3 40 151 Good <
: : : 151 Good




Data set types

There are 2 types of data sets: Waveform data sets and Table data sets.

* Waveform data set

Data that has the meaning of sequentiality, such as
measurement data that changes continuously with the
passage of time.

Data for which the record (row) order cannot be changed.

It corresponds to data that are continuously measured
using sensors mounted on devices, etc.

e Table data set

Data for which even if the record (row) order is changed,
it does not change the overall meaning. It corresponds
to per-factory or per-product production data, data in
which the inspection results for individual products are

recorded,

etc.

Time Product ID | Current | Temperature
0:00:00 | Prod1 5 40
0:00:01 Prod1 8 38
0:00:02 | Prod1 3 45
0:00:03 | Prodi 4 50
/> \_— Current
/T~ Temperature
Factory P;%?T:J: g Paoudafj(j;ﬂgn Profits
Factory A | Servo 1000 5
Factory A |PLC 2000 18
Factory B | Servo 500 2
Factory B | PLC 1200 20

Details of what is specified when creating the Al will differ depending on the data set type.
In addition, the details of what is specified will also be different when manually creating the Al.
When registering a data set, set the data set type suitable for the user.

Data set

When using a

> Al models that handle

table data set

r@

B ==
Convert from waveform
to table format.

When using a
~~ waveform data set

Variable type

Handle unchanged
~ as waveforms.

table data (deep
learning, multiple
regression, etc.)

Al models that handle
waveform data
unchanged (similar
waveform recognition,
guard band, etc.)

MaiLab handles 3 kinds of variables.
The variable types are set at the time of data set registration. Visualization methods and handling
methods during Al creation will be different according to the variable type.

Variable type Explanation Example
Data in which the numerical values have meaning as large or « Temperature (-10°C, 15°C, 20°C, etc.)

Number small and can be added, subtracted, or otherwise manipulated. | - Test points (20 points, 50 points, 95 points, etc.)
When you want to predict numerical values using Al, set the « Current values (0.01 mA, 1.1 A, 100 A, etc.)
objective variables as numerical value type. + Pressure (1 mPa, 10 Pa, 1013 hPa, etc.)

Data which represent a category or classification, and cannot
be used as is for addition/subtraction. : ;‘I”VZyt resu(l;s (1 ::’}Satiséief’ 2: g"‘irageA'g; Satisfied)
; ; ; + Blood type (Type A, Type B, Type O, Type
Gategary Sta:’itsggry type is used mainly for values which are character - Lot number (A0001, A002, etc.)
’ . . . . « Status (0: Normal, 1: Appearance defect, 2: Internal
Set category type in cases such as those in which even if the defect, etc.)
value is a number, it expresses an ID or classification.
*YYYY/MM/DD
Data which expresses a time connected with data, such as the |.vyyyy-MmM-DD
data collection time, etc. « MM/DD/YYYY

Timestamp | It can be used as information for expressing the sequentiality | « hh:mm:ss.fff
of data in easy-to-understand visualization, for performing +hh:mm:ss
data processing, etc. It cannot be used for objective variables. |*YYYY/MM/DD hh:mm:ss.fff

« hh:mm:ss.fff YYYY/MM/DD, etc.




3.1.1 Creating the data set

Upload the data source and create a new data set. When creating a data set from a single kind of
data source, execute only Step 1.
When horizontally joining 2 different kinds of data sources, execute Step 1 and then Step 2 in order.

Step 1. Create a data set from a single kind of data source

Click “Data set” in the side
bar.

, MELSOFT MailLab - SampleProject

(;5) SampleProject > Home

Click “Data set”.

‘ Al can be easily created and executed. To learn how

to create Al, please press the START button

In the Data Set
Management screen, click
the “Create new” button.

Click the “Create
new” button.

Comment

In the Create new data set
dialog, input the name of
Create new data set the data set to be created

and click the “OK” button.
Name Input the name of the data
[New ks st ‘ set to be created.




° SampleProject » Data set »

[ pre—

|
¥

menooomemel

i

Drag and drop the data sources
to be registered and upload them.

Input the header line

number and data
start line number.

0180401 1

L0 1.,

F0IBOLO 1

20180401 1.,

mBnLET |

20180401 1.,

L0 1.,

BT 1,

A0S 15T 06ITE

2050708137

AT 6NT

23ATIZ

2 30008401

ETOTOIN

20700858

AZBMOATSEXY -20000TAENY

0236 -NSLETAMY

C.821700063

LH5EN

DBH05S

AT 20786

HOAREINTM 231407

21337 TE TR

38 856

088 sa7011

1860 324000

1237 450300

cececcecscescescess) Wl

Header line number and Data start line number

Drag and drop the data
sources to be registered
onto the data source
setting screen and upload
them.

* A maximum of 1,000 files can be
uploaded at 1 time.

&1 In the data source
setting screen, the first
20 lines of the uploaded
data source are shown
in a popup.

[ Input the "Header line
number" and "Data start
line number" of the data
source.

Click the “OK” button.

A

Header row

[LOGGING]
DATETIME
Timestam

m‘\t‘o‘m‘h‘w‘m A

/MM/DD _hh:mm:ss.sss.

2018/05/01 00:00:00.000
2018/05/01 00:00:01.000
2018/05/01 00:00:02.000
2018/05/01 00:00:03.000
2018/05/01 00:00:04.000

B | C
1
DOUBELE[DEC.14] DOUBELE[DEC.14
Data1 Data2
2.185884657 -0.060188205
2.298011811 -0.213118883
2.368961787 -0.354107244
2.397514839 -0.475420085
2.383353225 -0.570482235

v

Data rows

Header line number: 3
Data start line number: 4




n 1 A list of the uploaded

data sources is shown.

@ sampicProject A list of the uploaded
) data sources is shown.

[ If there are no mistakes
o in the data sources, click
the “NEXT” button.

m [0 The results of joining

Change if necessary. m data sources vertically
are shown.

njleProject » Data set » NewData

| - e [T If necessary, change the

: - following items:

g _ : . * Data set type: Specify

- : : = - e 4 “Table data set” or
“Waveform data set”.

* Variable use/not use:
If they are not used for
visualization or Al creation,
specify “Not use”.

* Variable type: Specify
“Number”, “Category”,
or “Timestamp” (The
selectable variables will
be different depending on
data contents.)

[ Click the “COMPLETE”
button.

m [ Data set creation has

been completed.

. SampleProject » Dala set

For visualization
(graph display) of the created For creating the Al, go to 3.2
data set, go to 3.1.2.

When joining data sets
horizontally, go to Step 2.




Step 2. Horizontally join a second kind of data source with the data set created in Step 1

This is the procedure for creating a data set by horizontally joining 2 different kinds of data sources.
Here, the method for adding the second kind of data source to the data set created in Step 1 and

joining them horizontally will be explained.

The variable name of the join key is “ID”, and it is included in both the data set created in Step 1 and

the second kind of data source.

, MELSOFT MaiLab - SampleProject

& .
@ SampleProject > Data set
*
g Click on the data set created in Step 1.
A Mame Data set typa
I B newData | Wavaform data set

Click the “Create

new folder” button.

o Data source setting

« [ Data Source

, MELSOFT MailLab - SampleProject

>

@ SampleProject > Data set > NewData

(

L

° Data source satting ‘

Click on the
“Group2” folder.

b

In the Data Set Management
screen, click on the data
set created in Step 1.

Click the “Create new
folder” button.

Click on the newly created
“Group2” folder.



n Upload the data source to
- join to the Group?2 folder.

[E————

o SampleProject > Data set >

Upload the data source to join
by dragging and dropping.

E Input the "Header line

Groupz fils reading seffing number" and "Data start
: S P A line number" of the data
Input the header line number o’ o i & ' source and click the “OK”
and data start line number. s g ' button.
'2' 5 0IA0L01 080, M Pass [
. L] 0180401 040 . M Pass L]
[ ] T FBOR01 050, Pass [y
..
. L] N0 06D, M Pass L
© [ ] ° (] 180401070, W Pass @
.. ®
®%00000000000
n The uploaded data source
Pp— Project : will be shown in the list. If
t .Samplep[ojec[ » Data set > NewData there are no mIS‘takeS, C|ICk
- == @ i P the “NEXT” button.
b ¥ o
.‘._-,:-.-\- *
- | - ]




The first 5 lines of
Group1 (the data set

The first 5 lines of the data The first 5 lines of the data which was created in

source which was created source which was uploaded
in Step 1 are shown. to Group?2 are shown.

> NewData

data set which was
uploaded this time)
will be shown in the
horizontal join screen.

" [l Specify the "Join key"
s G ® and "Join method", and
SONSEAGT  FURMSMST  OMEENS  SREINGS ST ol seAn . M Pass ® [R—y CIiCk the “NEXT” button.
e L [ e | | | s e e

Specify the Join key and
Join method.

Join method

Left outer join

Method in which the data on the right are joined based
on the join key on the left.

E ot [T ]
1 2
2 3
3 4
\ ‘/
E [T 1]
1 NaN|NaN[NaN

If there is no join key on the right that matches, the
value will be null.

Right outer join

Method in which the data on the left are joined based
on the join key on the right.

E o ]

1 2

2 3

3 4
N a~

If there is no join key on the left that matches, the value
will be null.

Method in which only data which match the join key on
both left and right are joined.

Full outer join

Method in which all data whether it matches each other
or not are joined.

E o]

1 2
2 3
3 4
N o
E [T
1 NaN[NaN [NaN
2
3
4 ¢NaN|NaN|NaN

If there is no join key that matches, the value will be
null.

Step 1) and Group2 (the



] The horizontal join
results will be shown.

: °SampEeF’roject > Data set > NewDat, If necessary, Change
N . n If necessary, change Variable "Variable use/not use"
a . use/not use and Variable type. and "Variable type".
T e e e e i Click the “COMPLETE”
......... S — button.

" COMPLETE

Creation of the horizontally

joined data set has been
o SampleProject » Data set Completed.

* 0 3

T 0

[ et 1 ® -




3.1.2 Visualizing the created data set

Visually check the created data set using the preview function to visualize it.
Visualization can be performed in various formats in MaiLab.

[7 In the Data Set
Management screen,
select the data set to
preview.

[ Select “Preview” from
the right-click menu.

m Preview

Display the right-
click menu and select

“Preview”.

&1 The Preview screen will

. _ . . . be shown in a separate
The Preview screen (initial screen is "Data overview") will b tab P
open in a separate browser tab. rowser tab.

[l From the Preview
selection pulldown
menu, select the graph
type.

The preview screen for

the selected graph will be
shown. Select the variables
to graph.

Select variables to display.

Let's start a
preview.

T e ]

v

Applications and viewing methods for each graph to answer questions such as “When is performing
visualization effective?”, “What can be understood from which graph?”, “What actions can be taken

from what is understood?”, etc. will be explained in chapter 5: “Improving the accuracy of the
diagnosis model”.



3.2 create the Al

By performing learning using the data set, the regularity and rules of the data will be derived and unknown
data can be diagnosed. A model that enables diagnosis of unknown data is called “Al” in MaiLab.

Al creation gﬂ

The 2 methods for creating Al are as follows:

Auto (Select from objectives.) Manual (Select from methods.)
Create the Al interactively. Select the analysis method and create the Al.
Select this when “What you want to do Select this when “What you want to do
(objective)” is clear, but you don’t know what (objective)” and the method appropriate for the
analysis method to use. MaiLab selects the objectives is clear.

optimum pre-processing and analysis methods
based on the objectives and data set contents,
and automatically creates the Al.

In “Auto”, select “What you want to do (objective)” from the following 4 categories, and proceed
interactively.

To detect errors

The aim is predictive maintenance of device/equipment by detecting signs of device failure due to wearing of
parts. It can be applied even when data sets consist of only normal values.

Use case Issue

Preventive maintenance of thick-  For hydraulic presses, recovery after abnormal stoppage requires a lot of time. Detect
plate hydraulic press equipment symptoms of abnormalities in advance and perform predictive maintenance.

Predicting occurrence of defects  Prevent molding defects by foreseeing the occurrence of defects and performing maintenance
in molded plastic products instead of the conventional way of performing maintenance after a problem occurs.

To predict quality index value

Select to predict the future, such as the predicting the post-processing dimensions before processing. The aim is to
improve production efficiency (improve yield), etc. The data set must have a “prediction target (objective variable)”.

Use case Issue

Predictive detection of deposition Reduce the flow of defective products to downstream processes by improving film quality
defects in electronic components judgment accuracy based on the average vacuum level during deposition.

To automate the cause estimation

Select to identify main causes, such as by automating the failure cause estimation that was previously performed
by experienced personnel. The data set must have a “prediction target (objective variable)”.

Use case Issue

Estimation of failure location when  Reduce down time when device abnormality occurs by quickly identifying the failure
an abnormality occurs on the device. location without relying on the experience of personnel.

The adjust device parameters

The aim is stable production that does not rely on personnel by inheriting the knowhow of experienced personnel
through automation of parameter tuning, etc. that previously relied on intuition and experience.The data set must
have an “adjustment target (objective variable)”.

Use case Issue

Automatic adjustment of welding  Eliminate the trial-and-error setting work based on operator experience and intuition by
condition setting values automatically extracting welding conditions according to the condition of the welding object.




3.2.1 For the case of “To detect errors”

An Al that will detect symptoms of abnormality occurrence based on equipment/devices operating
data, etc. will be interactively created. It can be applied for unsupervised learning even when data at
time of abnormality could not be collected. An outline of the interactive flow for “To detect errors” is
shown in the figure below. Specify “Presence/absence of abnormal values” that will serve as training
data, “Variables include abnormal data” if abnormal values are present, etc.

What is the purpose?

Specify “Presence/

S . >d absence of error value”.
To detect 8 sign of device fadure dus to wear of pars.
Does the data set include any error values?
(® Normal value only (O There is an emor value,|
Normal value only (no error value) ' There is an error value.
= I ‘
I - - 2 Specify “Variable
When using When using includes error values”.
table data sets waveform data sets
* Which variable includes the error value?
- - n
3 Select “Diagnosis method”.
@ Daat
Do you want to determine abnormalities based on the shape O Data2
of periodic waveforms? O Data3
(O Datad
® Yes Q Ne O Dotss
)
i O Datas
N %
o) ]
e () Objectivevariable
BACK — CANCEL O Judgment
O Class
Yes
* No v R e
Select “Diagnosis target”. When using When using
waveform data sets  table data sets
Which is the variable whose error will be judged? *
% \4
s P .
" i 4 o pgmfy Variable i}
indicating interval start”.
Q Data2
O Datad Are there any variables that tell the beginning of the @
O Datad section?
O Datas ® Yes O Mo
O Datas o
Ol Settings
@ Use the change of the variable as the starl / end condition of
O ObjectiveVariable 1o Do
® o
Q oment O Judgment
O ciass () Set fle switching o3 the start / end condstion of the section
ek m CANCEL ]| oo R

Start learning.



1 Specify “Presence/absence of error value”.

Select whether or not the abnormal data that would serve as training

Does the data set include any error values?

@® Normal value only () There is an efror value

data are included in the data set. 8.5
When normal data only is specified, an Al that detects “Different than N N
usual” conditions that are different from normal conditions will be
created.
BACK m CANCEL
2 Specify “Variable includes error values”.
The variable that serves as the label classifying normal data and
abnormal data.
A category type with binary format data (OK/NG, true/false, etc.) is
required.
* If the binary values are numerical values such as 0/1, change the variable type to “Category”
when creating the data set.
Product | Processing | Processing Product ; Product Good/bad
1D condition 1| condition2| " !good/bad w3 1D IR | ST PEEUTE] <00 judgment
Prod1 90 100 Good 2022/03/03 12:00:00 Prod1 5 40 Good Normal
Prod2 88 100 Good 2022/03/03 12:00:01 Prod1 3 38 Good data
Prod3 85 95 Bad 2022/03/03 12:00:02 Prod1 3 45 Good
Prod4 90 98 Good : : : : Good
Prod5 |92 110 Bad : Prod2 4 39 Bad Abnormal
. . . L : Prod2 5 40 Bad data
: Bad

Variable indicating abnormal : : : : -
Variable indicating abnormal

If the variable type is numerical value, Product | Processing | Processing | | Inspection
. . ID condition 1 | condition2 | " |, results
as in the data set shown at right, when Prodi 190 100 I 150
estimating the value create the Al from “To Prod2 |88 100 151
. I ” Prod3 |85 95 I 155
predict quality index value”. Prods |90 % 152
Prod5 92 110 I 156

3 Select “Diagnosis method”: When using waveform data sets

When using a waveform data set and the data set is “Normal value
only”, the select dialog will be shown. If “Yes (Judge abnormality from
periodic waveform shape)” is selected, an Al that judges the similarity
between waveform data and the normal waveform shape will be
created.

Variable indicating abnormal

Do you want to determine abnormalities based on the shape
of pariodc waveforms?

@ Yeu O we
M
oo R




4

Specify “Variable indicating interval start”: When using waveform data sets

If learning using waveform shape is not performed, the waveform data will be processed and
converted to table data.
In the flow below, the data are automatically converted to table data by the AutoML function.

aRhl

Sequential
waveform data

7a

AL

Divide waveform
data into intervals.

n

Quantify features
for each interval.

v

16
27
38

In “Variable indicating interval start”, specify the marker that AutoML function will use to divide

4

o Y R
N
o

the intervals.

This is the variable in category type whose value will change at the interval change timing.

5.17
5.213
5.527
8.234

5.17
5.147
5.527
8.234

6.49
6.383
7.357
9.744

10.2 1861.812 8071.75 7638.574
10.253 1939.347 8274.703 8043.984
10.217 1994.084 8845.064 8414.571
12.374 2072.769 9052.303 8558.291

615.614
636.516 99.87755 491.472 556.893 69.61162
581.93 253.0564 1250.396 992.1795 148.4597
618.986 45.32037 33.35266 4.142003 3.335266

0

Convert quantified feature data into table data.

h 4

Learn.

If “No” is set for the variable, the conditions for dividing manually should be set.

In manual settings, dividing the interval using detailed conditions can be performed by specifying
the value of numerical type variables such as current, temperature, etc. as the conditions.
Refer to “5.2.3 Feature quantity engineering: (2) Taking a specific part of the data and extracting

features” regarding dividing intervals using detailed conditions.

Variable indicating interval start

In the example, the interval changes as it
changes from Prod_1 - Prod_2 - Prod_3.

Time :ProIdDuct: Current | Temperature
2022/03/03 12:00:00 | Prod_1 5 40
2022/03/03 12:00:01 | Prod_1 3 38
2022/03/03 12:00:02 [ Prod_1 3 39 — Interval 1
2022/03/0312:01:10 fProd 13 _ 5 | __ 39 __ .|
2022/03/03 12:01:11 | Prod_2 4 39
2022/03/03 12:01:12 J Prod_2 5 40
: — - : Interval 2
2022/03/03 12:02:23 J Prod_2 4 38
022/03/0312:0224 [ Prod 3, 5 | 38 1 1
2022/03/03 12:02:25 | Prod_3 3 40 — Interval 3

saction?

® e

e Shere ey variables thal ol the bogineing of the i}

Q ¥o

Seriegn

® g ecton

@no
) decgrent

e varistis o2

warti

0

0

If “Yes” is selected, the category
variables in the data set will be shown.
Further, if “Set file switching as the
start / end ondition of the section” is
selected, the interval will be changed
in data source file units.

0



Step 1. Interactively specify the learning method

The specific operating procedures for “To detect errors” will be explained.

n In the Data Set
| MELSOFT MaiLab - SampleProe Management screen,

select the data set to use
for Al creation and click the
“CREATE Al” button.

0 SampleProject » Data set

Check to select.

A Input the name of the Al
to be created in Name.

Create new Al

S —— &l Select “Auto” for How
Input the name of n i : d click th
i the Al to be created. o create and click the
“FORWARD* button.
.

Data sat

NewData

How to Create
e B

<+

Click.

n Select “To detect errors”
for Objective and click the
What is the purpose? “FORWARD* button.

o A m

To detect a sign of device failure due to wear of paris

() To predict the quality index value ~

(O To automate the cause estimation v

Click.

(O To adjust device parameters

FORWARD




In the case of “Normal value only”

(no abnormal values)

E

R ——

=

CANCEL

Does the data set include any error values? ﬂ

FORWARD

of periodic waveforms?

|® | Lo |

Do you want to determine abnormalities based on the shape n

Click.

FORWARD

Which is the variable whose error will be judged?
m
O Datat
| @ oee Select
Q Paim diagnosis
O Daist target.
O Datas
O Datas
oo
() ObjectiveVariable
O dudgment
O class
-
o

—

section?

Are there any variables that tell the beginning of the

|®ves

e |

Sattings

|f “Yes” Se|ect @ Use the change of the variable as the stan / end condition of
the section
the variable. @
O Judgment

FORWARD

() Set fie switching as the start / end condition of the

BACH

Click.

Step 2-A

Create the Al using the similar
waveform recognition model.

Step 2-B
Create the Al using the
Autoencoder.

[ Select “Normal value
only” and click the
“FORWARD” button.
When using table data
sets, interactive ends
here.

Proceed to Step 2-B.

[7 Select the waveform
diagnosis method and
click the “FORWARD”
button.

[When “Yes” is

selected]

Specify the diagnosis
target variables and
click the “FORWARD”
button.

[When “No” is

selected]

Select whether or not
there is a variable
indicating interval
start and if “Yes”,
select the variable
indicating interval
start, and then click
the “FORWARD”
button.

Interactive ends.
Proceed to Step 2-B.



In the case of “There is an error value.”

Does the data set include any error values? H

() Normal value only ® Therebananorvaluel

|_ |_

FORWARD

Which variable includes the error value?

Specify the variable that
includes abnormal values.

Click.

FORWARD

Are there any variables that tell the beginning of the ®
section?

L& o]

Settings
@ Use the change of the variable as the start fland condition of

the section

® o Click.

(O Set fée sy | :hing as the start / end condition of the section

B | . FORWARD
BAcK | _ d cancEL

If “Yes” select

the variable.

v

C

Step 2-C

Create the Al using the classification model.

)

& Select “There is an error
value.” and click the
“FORWARD” button.

[ Select the variable that
includes abnormal
values and click the
“FORWARD” button.

When using table data
sets, interactive ends here.
Proceed to Step 2-C.

Select whether or not
there is a variable
indicating interval start
and if “Yes”, select
the variable indicating
interval start, and then
click the “FORWARD”
button.

Interactive ends.
Proceed to Step 2-C.




Step 2-A. Create the Al using the similar waveform recognition model

Process from “Normal value only” = “Judge abnormality from waveform pattern”.

The Al will be created by learning the waveform shape of normal data.
During diagnosis using the task, an index (similarity score) indicating the level of similarity between
the diagnosis target input waveform and the learned waveforms. By performing threshold value
judgment on the similarity score, “Different than usual” conditions can be detected.

Set the number of records per
cycle and click the “START
LEARNING” button.

* For details on the learning behavior
and diagnosis behavior of the similar
waveform recognition model, refer to the
MELSOFT MailLab User’s Manual.

o SampleProject » Al > NewDala
Select dingnasis target Learning setiing CI

O ot

Dz

O) a3

®  START LEARNING

Number of records per cycle

The number of records per cycle of One cycle of a characteristic waveform

periodically occurring characteristic
waveforms. Set in multiples of 4 in the /‘V
range of 8 to 1000. In the example diagram \
at right, characteristic waveforms are

enclosed in red frames, and for a single
cycle there are 12 records. 12 records

B\ HEVA\R N

12 records

Caution: The similar waveform recognition model (Judge abnormality from waveform pattern) cannot be applied to waveforms

that are not periodic. For waveforms that are not periodic, investigate other learning/diagnosis methods such as an
Autoencoder (select “No” for “Judge abnormality from waveform patterns”).

v

A When learning has been
completed, the learning

@ sarvieproject > Al Learning status results will be displayed.

When clicked, returns to screen 1.

[Fl Check the learning
results and click the
“COMPLETE” button.

* To execute learning again after
reviewing the number of records
per cycle, click “Al name” in the
breadcrumb list.

The program will return to screen
11| and learning can be executed

again.

facrenn larget Dataz Similarity scoee scatter plot

Bereat wmaseey scors 383
parring e 78y
[ron roateg a aas. puase vt an appopran Trenor

frorirg 1o e certral weitarsy bcorn and emianey score
e it

et of it

The cursor position for the diagnosis
similarity score can be adjusted.




Similarity score scatter plot

Distribution of similarity scores resulting from training and validating with the data set used.
The distribution and median similarity score should be considered when determining the
diagnosis threshold value and specifying it during task creation.

Central similarity score

The threshold value recommended by MaiLab from the verification results.
There is a tendency that when the variation of the waveform shapes included in the data set is
low, the similarity score will increase, and when the variations are high, the score will decrease.

v

n The Learning Completed
Confirmation dialog will

appear. Click the “OK”

Complete the Al automatic learning, To edit the process flow after button_
completion, open the created Al. To change the learning settings for Al
automatic learning and re-learn, please cancel.

v

H The created Al will be
Creatng Al has been conpited. displayed. Click the “OK”
button.

A Do you want to complete the learning?




Step 2-B. Create the Al using the Autoencoder

Process from “No” for “Normal value only” » “Judge abnormality from waveform pattern”.

The Al will be created with the Autoencoder and by learning using normal data only.

The Autoencoder is a neural network that encodes (encodes, compresses) input data and converts it
into separate data, and recovers and outputs the original data. When normal data are input, recovery
succeeds and a form close to the input data is output. When abnormal data are input, they cannot be
recovered correctly, and the error from the input data becomes great.

By performing threshold value judgment on the recovery error (abnormality) when performing
diagnosis in the task, “Different than usual” conditions can be detected.

Set the learning level using
the slider and click the
“START LEARNING” button.

&) SampleProject > Al > NewData

Leaming setting
> Waveform data modification setting A1l ribdel detalls
Vg Section generation i

Aumencooer Pesmier of Bpnemizaten amemets: 30

® START LEARNING

The waveform data set will be displayed, and the
detailed settings for interval dividing can be set. When

interval division is performed using the contents of the
simple settings in Step 1 [ 72 , setting (changing) is not
necessary.

When performing detailed settings, refer to “5.2.3
Feature quantity engineering: (2) Taking a specific part
of the data and extracting features”.

Learning level
Specify the number of hyperparameter

High speed ~@——————————— > High accuracy

optimization trials

optimization trials. Learning level [Learning level|Learning level
If the high level (Level 3) is specified, 1 2 3
although higher levels of learning Number of 0 times ‘ 20 times 100 times

accuracy can be expected, the time
required for learning will become long.

Hyperparameter

Settings to control the behavior of analysis methods. The set values will affect prediction
results and processing functions.

In MaiLab, the number of trials shown above according to the learning level will be performed,
and the parameter with the highest performance will be selected as the parameter.

v



2 When learning has been

When clicked, returns to screen 1. completed, the learning
ey a2 n.a 000 results will be displayed.

o SampleProject » Al Learning status

Progren

[El Check the learning
results and click the
“COMPLETE” button.

L]

* To execute learning again after
changing the learning level, click
“Al name” in the breadcrumb list.
The program will return to screen
[ and learning can be executed

again.

Lbssing esue .

e st MomCitts Exror lavel histogram (7
Laaming trve 122 ]
Diagrons tr 007 g 1]

Average vatsm of b i 10V
Sanda drvaton of wmos irews. 049
M vaon of v beein: 247

Mhrurram waks of sver vy, 011

Error level histogram

Distribution of abnormality levels resulting from 99%
training and validating with the data set used.

The green area indicates 95% of the distribution,

and the green and yellow areas indicate 99% of the
distribution.

The distribution and abnormality statistics should be :
considered when determining the diagnosis threshold ]
value and specifying it during task creation.

n The Learning Completed
/\ Do you want to complete the learning? Confirmation dialog will

appear. Click the “OK”
Complete the Al automatic learning, To edit the process flow after

completion, open the created Al. To change the learning settings for Al button.
automatic learning and re-learn, please cancel.

A 4

E The created Al will be
displayed. Click the “OK”
button.

Creating Al has been complated.

a2 Ta




Step 2-C. Create the Al using the classification model

Process from “There is an error value.”

An Al in which the input data infers the affiliation of the binary category specified by the objective variable
(variable including abnormal data) will be created.
During task diagnosis, the inference results will be output as binary format data (OK/NG, true/false, etc.)

n Set the learning level using
< : the slider and click the
“START LEARNING” button.

Ml @ soroiericioct s 41> NewData
Leaming

~~~~~

The waveform data set will be displayed, and the detailed
settings for interval dividing can be set. When interval division
is performed using the contents of the simple settings in Step
17, setting (changing) is not necessary. When performing
detailed settings, refer to “5.2.3 Feature quantity engineering: (2)
Taking a specific part of the data and extracting features”.

Learning level

Depending on the learning level, the High speed <& »High accuracy
number of analysis methods used Learning level 1 | Learninglevel 2 | Learning level 3
during learning and the number of LightGBM

. . . XGBoost
hyperparameter optimization trials LightGBM Random forest

. . Analysis method | LightGBM .
for each analysis method will be y g Random forest | Deep learning

used Random forest Deep learnin k-nearest
different. If the high level (Level 3) is P 9 neighbors
specified, although higher levels of algorithm
learning accuracy can be expected, Number of
hyperparameter 0 times 20 times 20 times

the time required for learning will
become long.

optimization trials

Analysis method used

To improve learning results, combine the inference results of several analysis methods and
perform ensemble learning. Depending on the learning level, the number of analysis methods
that can be combined will be different.

Hyperparameter

Settings to control the behavior of analysis methods. The set values will affect prediction results
and processing functions. In MaiLab, the number of trials shown above according to the learning
level will be performed for each analysis method, and the parameter with the highest performance
will be selected.

v



21 When learning has been
completed, the learning
results will be displayed.

[E] Check the learning

°Sarnplepru;ec1 » Al » NewData » Learning status l results and click the

The progress of the hyperparameter trial is displayed.

Not shown for learning level 1.

e Exmsmson won g 1]

L]

“COMPLETE” button.

[ L -
Maamng 00300

* To execute learning again after
Lo ox W 'mm —= changing the learning level, click
MAVIVAYY i

'|¥,'I

R

\ fA ."I" “Al name” in the breadcrumb list.
\j U \9 The program will return to screen
M " [l and learning can be executed

again.

< VY

8 ;
Tha peecision of Al is good. it might §

be  good ides 1o create o task
using hin Al

Learning results (scores)

The learning results for the data set used are displayed from 0 to 100 points. For the
classification model, the F1 Score will be an integer value 100 times the score. For the regression
model, the R2 will be an integer value 100 times the value. A task to perform real-time diagnosis
while referring to the displayed scores and comments will be created. If the score is insufficient,
it can be improved by changing the learning level and performing learning again, etc. Methods
for improving scores are explained in chapter 5 “Improving the accuracy of the diagnosis model”.

Contribution ratio of variables
A numerical value indicating the degree of influence of each explanatory variable.
The explanatory variables with the top 10 contribution rates are shown.

*The displayed explanatory variables also include some created automatically by MaiLab.

v

n The Learning Completed
/\ Do you want to complete the learning? Confirmation dialog will
appear. Click the “OK”

button.

Complete the Al automatic learning, To edit the process flow after
completion, open the created Al. To change the learning settings for Al
automatic learning and re-learn, please cancel.

h 4

E The created Al will be
displayed. Click the “OK”
button.

Croating Al has besn completed

‘
[1[]
A
)
"5 |
=
}
|“
Ji s




3.2.2 For other than “To detect errors”

The interactive flow for “To predict quality index value”, “To automate the cause estimation”, and “The
adjust device parameters” is shown below.

In any of the cases, specify the objective variables for prediction, estimation, or adjustment, and
create the Al.

1

Specify the objective Specify “Variable

variable. indicating interval start”.
Which variable will be predicted? :u-ﬂ o A ®
When using ol S
@ Topeocict e ity e o » > - waveform == ﬂ
LT Tu VS Pr— O Datat data sets il 0
O Bams ® learning.
® o
(O Data3 0 e
= R R O Daist 3 Bt e ekt P 1 e it of T s
N I ofivis s - A
O Datas .
s = \When using table data sets =—]
(D) ObjectiveVariabile o _
® devece parametens e . . . .
- . O Judgment For “To predict quality > Which variable do you
S O Ciass index value” want to predict?
BACK FORNARL CANCEL | . .
For “To automate the Which variable do you
cause estimation” > want to estimate?
For “The adjust device > Which variable do you
parameters” want to adjust?
1 Specify the objective variable.

The target variable to predict, estimate, or adjust.

For “To automate the cause estimation”, category type variables can be specified. For “To predict
quality index value” or “The adjust device parameters”, category type or numerical value type
variables can be specified.

2 Specify “Variable indicating interval start”: When using waveform data sets

When using waveform data sets, the waveform data will be processed and converted to table data,
and then learning will be performed.. In the flow below, the data are automatically converted to table

data by the AutoML function.
AN

Divide waveform data into Quantify features for each

Sequential waveform

data intervals. interval.

5 1 4 517 5.17 6.49 10.2 1861.812 8071.75 7638.574 615.614 0 0 0 0
16 1 15 5213 5147 6383 10.253 1939.347 8274.703 8043.984 636.516 99.87755 491.472 556.893 69.61162
27 1 26 5527 5527  7.357 10217 1994.084 8845.064 8414.571 581.93 253.0564 1250.396 992.1795 148.4597
38 1 37 8234 8234 9744 12.374 2072.769 9052.303 8558.291 618.986 45.32037 33.35266 4.142003 3.335266

Convert quantified feature data into table data.

v

Learn.



In “Variable indicating interval start”, select the marker that AutoML function will use to divide the
intervals. This is the variable in category type whose value will change at the interval change timing.
If “No” is set for the variable, the conditions for dividing manually should be set.

In manual settings, dividing the interval using detailed conditions can be performed by specifying
the value of numerical type variables such as current, temperature, etc. as the conditions.

Refer to “5.2.3 Feature quantity engineering: (2) Taking a specific part of the data and extracting
features” regarding dividing intervals using detailed conditions.

Time \Producty o et Temperature|... Are theee ary variaties tal 1el the beginning od e 13
I ID | section?
2022/03/03 12:00:00 | Prod_1 5 40 @ - O
2022/03/03 12:00:01 | Prod_1 3 38 s
2022/03/03 12:00:02 || Prod_1 3 39 — Interval 1 -
o . . . @ ek e varable o e o
2022/03/03 12:01:10 [ Prod_1 5 39 @0
2022/03/03 12:01:11 |, Prod_2 4 39 St
L e ————
2022 12:01:12 | Prod_2 4
.o /03/03 12:0 ro.d, 5 p Interval 2 .
2022/03/03 12:02:23 | Prod_ 2| 4 38
---------- Al b e kb X 4 ™)
2022/03/03 12:02:24 | Prod.3 5 38 .
— 13 ”

2022/03/03 12:02:25 || Prod 31 3 40 — Interval 3 | If “Yes” is selected, the category
_____ P A P variables in the data set will be shown.

Variable indicating interval start Further, if “Use file change as interval

In the example, the interval changes as it start/end condition” is selected, the
changes from Prod_1 to Prod_2 to Prod_3. interval will be changed in data source
file units.




The specific operating procedures for “To predict quality index value”, “To automate the cause
estimation”, and “The adjust device parameters” will be explained. The Al will be generated using
the classification model if the objective variable is category type, and using the regression model
if the objective variable is numerical type. In the classification model, the affiliation of the specified
category is inferred by the objective variable of the input data. In the regression model, the value
(numerical value) of the objective variable is inferred from the input data.

n . In the Data Set
= .- Management screen,

@ sorvieproject > Dataset select the data set to use
for Al creation and click the
“CREATE Al” button.

DataSet

Check to select.

2 Input the name of the Al
to be created in Name.

Create new Al

s Input the name of [l Select “Auto” for the
I-N“A' the Al to be created. E creation method and
Data 561 click the “FORWARD”
DataSet - button.

How to Create

W Select “Auto”. B

Click.

FORWARD

CANCEL

n Select the objective and
click the “FORWARD*

What is the purpose? button.
O Todetect erors v

Select the
@ To predict the quality index value ~ objective_
To predict the size after machining before performing the machining
() To automate the cause estimation v
(O To adjust device parameters v

e — : Click.
BACK m CANCEL

FORWARD



[E1 Specify the objective

variable and click the
Which variable will be predicted? H “FORWARD* button.
m
O Datat [ When using waveform
O Data2 data sets, select
O Data3 whether or not there
O Datad is a variable indicating
O Datas Specify the interval start and if “Yes”
O ostes objective variable. the variable indicating
O interval start, and then
| © oectvevariavie ] click “FORWARD” button.
O v Click.

O ciass Set the learning level

o (R cvee using the slider and click
I R the “START LEARNING”
| button.
When using When using
waveform data sets table data sets

}

Are there any variables that tell the beginning of the @
section?

|®w O |
m
Settings
@ Use the change of the variable as the start | end condition of
the section
® o
O Judgment Click.
O Setf mmu:mmmanﬂmmnmrm
o FORWARD
i gCN«:EL

If “Yes” select

the variable.

@ sampleProject > Al > Dataset
Learning setting

START LEARNING

The waveform data set will be displayed, and the

detailed settings for interval dividing can be set.

When interval division is performed using the contents
of the simple settings in (6, setting (changing) is not
necessary. When performing detailed settings, refer to
“5.2.3 Feature quantity engineering: (2) Taking a specific
part of the data and extracting features”.




For more information regarding learning level, analysis methods used, and hyperparameters,

refer to Step 2-C of 3.2.1 For the case of “To detect errors”.

v

The progress of the hyperparameter trial is
displayed. Not shown for learning level 1.

°Sarnplepru;ec1 » Al » NewData » Learning status

e Exmsmson son g 1]

L]

i stz sl Confriution raho of varabiss {lop)

it
taamng e 4l
oo e 308 o) [

The peecision of Al s good. Itmight §
be 8 good ided o cruate 8 task  Howen
uning this AL

[l When learning has been
completed, the learning
results will be displayed.

[F] Check the learning
results and click the
“COMPLETE” button.

* To execute learning again after
changing the learning level, click
“Al name” in the breadcrumb list.
The program will return to screen
and learning can be executed
again.



For more information regarding learning results (scores) and contribution ratio of variables,

refer to Step 2-C of 3.2.1 For the case of “To detect errors”.

v

A Do you want to complete the learning?

Complete the Al automatic learning, To edit the process flow after
completion, open the created Al. To change the learning settings for Al
automatic learning and re-learn, please cancel.

Click. o

v

Creating Al has been completed.

LIl Sl el ke St

kN
1
)
|
i
“.
|
:

N EQ‘

The Learning Completed
Confirmation dialog will
appear. Click the “OK”
button.

The created Al will be
displayed. Click the “OK”
button.




3.3 Executing tasks using the created Al

A group of processes (process flow) using the created Al to perform diagnosis on unknown input
data and output the diagnosis results is called a “task” in MaiLab.
There are 2 types of tasks, and the creation method is different depending on the type.

Task creation @

The 2 methods for creating tasks are as follows:

Simple task Advanced task

Creating a task by making

Creating a simple task ) .
g P detailed settings

Select to easily create a task. The process Users can freely combine processes to create

flow is automatically created by just setting the process flow. Select to make detailed

processing parameters. settings of processing contents or procedures
in the task.

I it will ] lained

3.3.1 Creating a simple task

The processes executed by a simple task and their flow are shown below.
The simple task is automatically created by setting the necessary parameters for the operation of
each process.

@ Simple task (process flow) @

Text file \ ’ i
-~ -_r Text file
e | .

- Input data stream Al execution Comparison judgment Output data stream -

MELSEC MELSEC

Process ‘ Explanation

Process that collects data for input to the Al execution.

There are 2 methods for collecting input data: importing from a text file and collecting directly from
MELSEC devices.

* Linking with Edgecross is performed using text files.

Input data stream

Al execution Process that performs diagnosis using the Al created in the previous section.

Comparison judgment | Process that performs threshold value judgment on the results output by the Al execution.

Process that outputs diagnosis results.

There are 2 methods for outputting results: outputting to a text file or writing directly to MELSEC
devices.

* Linking with Edgecross is performed using text files.

Output data stream




Step 1. Creating a new task of simple task type

The specific operating procedures for simple task creation will be explained.

. SampleProject »

Al

DataSet

Check to select.

Create a new task

Name
[ MNew task{001)

Input the name of the
task to be created.

Seinct Al
DataSet

Local diagnosis terminal

|
Select diagnosis terminal. B

Select task lype

@® Simple task

aalF

~ |
— T

OSarnpler;ect » Task » NewTask

Input
« Text file

P —( Step 2. Set the input data stream.

N

Al

¥ pase

SS

= Step 4. Perform threshold value
Threshold » . . . .
judgment settings (optional settings).
Output
| o ilextiile “""I—( Step 3. Set the output data stream. )

In the Al Management
screen, select the Al that
will be used by the task
and click the “CREATE
TASK” button.

A Input the name of the
task to be created in
Name.

[l Select the diagnosis
terminal that will execute
the task.

*

When the diagnosis terminal

and learning server are on the
same PC, select “Local diagnosis
terminal”.

1 Select “Simple task” for
Task type and click the
“OK” button.

[Fl Proceed to the
parameter setting dialog
for each process of the
simple task and set the
parameters for each
process. (Details are
explained in Step 2 and
later.)

& Click the “COMPLETE”
button.




Step 2-A. Perform input data stream settings (when inputting a text file)

The procedure for collecting data from a text file will be explained.

In collecting from text files, a text file in the monitor folder is read at regular intervals and the read
data are output to the Al execution.

For collecting directly from MELSEC, proceed to Step 2-B.

Monitor folder

Collection Collected
data

—8 |

b— Input data stream Al execution
Text file

Input data stream

Select “Text

’ SampleProject » Task > NewTask file”.

- Inpat
UsarsiMai

” 4
Output
© Notset o
- Input the path to the folder into which
the text file will be placed and the file
name prefix of the text files.
Click the Input “CHANGE” button. A The input data stream dialog will appear.

Select “Text file” for Connection method.
[E]l Set the path to the monitor folder and the file
name prefix of the text files.

Edgecross linkage

The Edgecross data flow can be linked with and operated by setting the Edgecross data
diagnostic process function type to “Edge Application Diagnostics (File)” and the save folder
and prefix in the save file settings to the same values as the input data stream (Figure [l above).




Input data stream

Taxt file -

Specify the header row number (0 to 19)

and data start row number (1 to 20).

OPERATION SETTING

Data assignment setting

Map the input data variable
names with the variable
names of the data set used
when creating the Al.

Input the header line number

and data start line number of the
input text file and click the “NEXT”
button.

Header line number, Data
start line number

For the meanings of header

line number and data start line
number, refer to “3.1 Creating the
data set”.

Assign input data to the
explanatory variables and click
the “OK” button.

Assigning input data to
explanatory variables.

Assign input data to the
explanatory variables (explanatory
variables column on the right side
of the Assignment screen) which
will be input to the Al execution.
The variable names of the data
set used when creating the Al will
be shown in the data column. If
the variable names of the input
text file are the same as the data
set variable names, click the “OK”
button without editing.

If the variable names are different,
correct the variable names in

the data column and map the
explanatory variables. If the input
text file has no header row (when
header row number has been

set to 0), the row number will be
shown in the data column. Map by
row number.




Step 2-B. Perform input data stream settings (when connecting to MELSEC)

The procedure for collecting directly data from MELSEC will be explained.
In collecting from MELSEC, the driver for MELSEC access reads data collected by polling at regular

intervals, and outputs the data read out by the Al execution.

Polling Collection

Driver

Polling

data

MELSEC

e SampleProject » Task > N

Input Click.

o s il -
------------- CHANGE

Al

-

- =

Threshold »

Cutput

© Notset crnot

Input data stream

Select “Mitsubishi

Electric FA Connector".
Text file

I Mitsubishi Ebectric FA Connector I .

Folder path *

selected one?

OPERATION SETTING

v
Input data stream Click to expand the screen and
: proceed with the settings in order.

Collected
-~ data
O—
-
Input data Al execution
stream

Click the Input “CHANGE” button.

The input data stream dialog
will appear. Select “Mitsubishi
Electric FA Connector” for
Connection method and click
the “OK” button in the change
confirmation dialog.




Ingut data stream

Manusiehl Seonc FA Consecior =

Set the model information and
communication method for the
data collection target, and click
the “NEXT” button.

Select the CPU model.

Select the
communication I/F.

CRERATION SETTHG.

- C -
C Polling

MELSEC data

Select the MELSEC
access cycle (cycle at

to collect data by polling).

Map the input data devices with
the variable names of the data set
used when creating the Al.

. Data collection selting
which to collect data by S—
polling). o
Assigremart Seting [
Data collection sefting bl i sl hemed kit
E— > e =
= o worr - [ ¥ -
e @ wo - [ - -
o Duta yva Wmtaratshar  Varass rame. v v o woro - [N - e
= wero - [ |- o
- I - M o8 woro - [ Catmgery
2 | N = sl e T i
e - “ oo - [ e e
- T - et or woo - [ o
. - s o wo - e
- I - gy
S e e
N e e
. e con
e s
Select the MELSEC access cycle (cycle at which Assign input data (devices) to the explanatory

variables and click the “OK” button.

Assigning input data to explanatory variables.

Assign input data (devices) to the explanatory
variables (explanatory variables column on the right
side of the Assignment screen) which will be input
to the Al execution.




Step 3-A. Perform Output data stream settings (when outputting a text file)

The procedure for outputting diagnosis results to a text file will be explained.

Output
folder
' Diagnosis Diagnosis Diagnosis
results results -_r results
Judgment N Judgment
result result
—
Al execution Comparison Output data Text file
judgment stream

Qutput data stream

Select “Text file”.

. Saving file path setting
° SampleProject » Task > Foioer puer

e o el ] Input the folder path to
< Textfile ouon I which diagnosis results
Resutt files will be output and
& the file name prefix.
¥ atasat = }
Threshald » File output conditions File setfing
© Notset oY
. % uTFS
Click.
Cooperation option
@ o
(O Edpecross cooperation [
QUTPUT CONDITION SETTING m !!I CANCEL
Click the Output “CHANGE” A The Output data stream dialog will appear. Select “Text file” for
button. Connection method.

[E] Set the path to the Output folder and the file name prefix of the
output files.

|21 Set the file output conditions.

[ Select the output file extension and the file format, and click
the “NEXT” button.

Diagnosis execution times
Specify the results file output timing by the diagnosis

execution times.
To output every time diagnosis is executed, set 1 (time).



Edgecross linkage

Edgecross data flow can be linked with and operated by performing the settings shown in the
following diagram, and the diagnosis results can be fed back to the devices.

Input “C:\Edgecross\Edgecross Basic Software\RDDIF_Output”
as the folder path. Drive (C:) specifies the drive on which

e ) Edgecross is installed. (C drive for a standard installation)
w i DIF_Ovstpat i)

File extension is fixed at CSV.
T It cannot be changed.
{ ) None

Set the same file name prefix as the file
name prefix in the save file settings of
Check “Edgecross linkage”. the Data diagnosis process function
type "Edge Application Diagnostics (File)".

OUTPUT conpl il 4 SETTING

n Select the variables to output
:ﬂw_“:u::;mw__ Set switch for variables and click the “OK* button.
Yo A which will not be output *Variables: The explanatory variables

R In-sn.uue to OFF. used f.or diagnosis resylts, th.reshold
value judgment, and diagnosis.

Change the output

: . . variable names in
The variable for the diagnosis

the header of the

results is “(Al name)_DIAG”. output file.

[0 Ao Foe Crtput Time: 1o First Cedumn

BACK -c.lweL

Set output conditions.

You can set conditions for executing data output, such as performing output only when the
diagnosis results are NG or when the threshold value is exceeded, etc.

* Click the “OUTPUT p= =
CONDITION SETTING” - PR
button in the Output data | ===

© Unerw bl Lat Dawisoy s syl s @

stream settings screen. e Set output execution
¢In the Output condition conditions.
settings screen. click — } y

the “Add condition (+)” Tieoee o e
button. ey — e

* Set output execution B —
conditions. Ol ¥y B [ -

OUTRT CORGMIN SETTNG =l -



Step 3-B. Perform output data stream settings (when connecting to MELSEC)

The procedure for writing diagnosis results directly to MELSEC will be explained.

Diagnosis
results

=

Al execution

: o SampleProject » Task » Ne
- Irpust
e Mitsubishi
~  Electric FA cae
Connector
Al
" pumte
o prmng. -
Threshokd -
Output
© Notset o
1

Click.

CHANGE

Click the Output “CHANGE”
button.

Comparison
judgment

Diagnosis Diagnosis
results - _r° results
—
Judgment -\' Judgment
result result
Output data MELSEC
stream

Output data stream

Mitsubsshi Electric FA Connecior -

Same sefting as input data stream

Select “Mitsubishi Electric

FA Connector".

A
Do you want 1o change the connection method lo the
selected one?

Set switch to ON when the same settings as
the input data stream will be used.

‘Output data stream

Masubshi Blectric FA Conmmcior =

S 44780 83 Input dta steam

Click to expand the screen and
proceed with the settings in order.

2 The Output Data Stream screen will appear. Select “Mitsubishi
Electric FA Connector” for Connection method and click the “OK”
button in the change confirmation dialog.

v



Set switch for variables which will
not be written to OFF.

Assigning write destination
devices to variables

Select the
CPU Type.

The variable for the diagnosis results is
“(Al name)_(analysis block name)_DIAG”.

Set output conditions.

Set the model information and
communication method for the
write target, and click the “NEXT”
button.

Assign the write destination
devices to the variables and click
the “OK” button.

* Variables: The explanatory variables used
for diagnosis results, threshold value
judgment, and diagnosis.

You can set conditions for executing data output such as performing output (writing to MELSEC)
only when the diagnosis results are NG or when the threshold value is exceeded, etc.

* Click the “OUTPUT
CONDITION SETTING” button

in the Output Data Stream w_
=

Settings screen.

¢In the Output condition
settings screen. click the
“Add Condition (+)” button.

Click.

e Set output execution

OUTPUT CONDITION SETTING }

conditions.

Setting output
execution conditions.
\ /




Step 4. Perform threshold value judgment settings

By performing threshold value judgment settings, the threshold value judgment results for the

diagnosis results can be output.

Diagnosis
results

Diagnosis
results

Judgment
result

Comparison
judgment

Al execution

o SampleProject » Task > New]

Input
Mitsubishi

¥  Electric FA e
Connector

T @9 W 2

Mitsubishi
+  Electric FA ot
Connector

Set the Threshold switch to ON.

Compasison judgment

5

Set the comparison

Comparecn corten

Condition setting

judgment conditions.

DataSel DIAG =

Constant -
m “F
m -

[El The Comparison Judgment Settings screen
will appear. Click the “Add Comparison
Condition Setting (+)” button.

] Set the comparison judgment conditions.

Input

: @ @ @ >

@ HNotset

Output

Mitsubishi
+  Electric FA e
Conneclor

-_r
<

o SampleProject > Task » New

Mitsubishi
Electric FA e
Connector

Output data
stream

Operation of threshold value
judgment process

Click.

CHANGE

Click the Threshold “CHANGE” button.

The threshold value judgment results will
be additionally output.
“1” will be added when the diagnosis
results meet the judgment conditions or “0”
will be added when they do not meet the
judgment conditions.

Example) Judgment condition setting: Diagnosis result > 100

Diagnosis

; result: 80
Diagnosis

Q result: 120

Diagnosis

result: 80

#

Judgment
result: 0

i

Diagnosis

result: 120

-

Judgment
result: 1

iy

-_r
w<

It can be utilized for performing threshold
value judgment on diagnosis results
(estimation value) and performing OK/NG (0/1)
feedback to the PLC, etc.



3.3.2 Executing the task

The task operation is started by performing the start operation.
When operation is started, data collection is performed at the set collection cycle, and diagnosis
and results output based on the collected data is performed at the set diagnosis cycle.

Simple task

Executed every Executed every
collection cycle diagnosis cycle

TorTe = | =g »@» q& = | G | ==l ToTe

Input Al execution Comparison Output data
data judgment stream
MELSEC stream MELSEC

Step 1. Perform setting of the execution schedule

Set the data collection cycle and diagnosis execution cycle.

n In the Task Management screen,

select the target task and select
@ serpicProject > Task “Executior.w sche.dule setting”
. from the right-click menu.

Check to select.

@ j¢ o >

-] Btant

7 Open

. Comw

Select from right-
T click menu.

v

Set the data collection cycle and

Set the data collection cycle and d|§gn03|s‘,‘ execution (iycle, and
diagnosis execution Cyc|e_ click the “COMPLETE” button.

To set data collection
and diagnosis execution
to different cycles, set
the switch to OFF and
set the diagnosis cycle.

The task execution timing can be
set by date and time. For details on
the settings, refer to the MELSOFT
MaiLab User’s Manual. The default
setting is “Always”, in which it

is operated at a constant cycle
according to the collection cycle
and diagnosis cycle settings.




Step 2. Start task execution

In the Task Management screen,
select the target task and select
“Start” from the right-click menu.

L]
-

s Check to select.

ot i "

& Cow
E The Execution Confirmation
dialog will appear. Click the “OK”
A Do you want to start the task? button.

Start the stopped task

CANCEL

@ SampleProject » Task
8

@ o 3

o

B vama Exsewtion stats Ertor status Task type

v, Lot e gt

[

If the task starts normally,

it becomes “RUN”.
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4 Creating an original diagnosis
model

An Al can be easily and automatically created using the AutoML function.
You can also customize the Al or create an original Al.

4.1 Customizing the Al

In MaiLab, arrange the blocks representing each Al process and connect the blocks to prepare the Al
processing flow.

You can use AutoML to edit the flow of the prepared Al, freely customize it, or create an original Al
from scratch.

4.2 Using the various function blocks

Various types of blocks are available for performing ideal processing using Al.

4.3 Executing original processing using Python blocks

A Python block which can execute Python code as is is also available as a special function block.
User programs can be executed directly within the Al flow.

4.1 Customizing the Al

4.1.1 Customizing the Al

MaiLab can perform analysis easily and automatically using the AutoML function. In addition, since
MaiLab can customize Al created using AutoML, Al models with higher accuracy can be constructed.

Al model used in this document

|— r«. 'l.o' F |—




4.1.2 Al customization screen configuration and its content

The Al can be edited and freely customized using the dedicated editor. The editor screen

configuration will be introduced.

@ SampleProject > Al > EnhancedModel

Screen configuration of Al editor screen 0

e Automatic update BB <r

(e

@ Al editor screen

Al flow can be customized using the blocks and
connectors described later.

@ canvas

The place where blocks and connectors are
arranged. It is shown like graph paper.

© Process flow*

Consists of function expansion blocks and
connectors. The data processing method is
defined by connecting the output and input of
blocks on the canvas with connectors.

*: When referring to only the process flow created and edited
using the Al customize function, it is called the Al flow.

© Block

Performs processes such as processing,
analysis methods, etc. to the input data.
The details of the processes performed are
different for different blocks.

© Connector

Connects one block to another. The arrow
indicates the direction of data flow.

© Dock

Stores the blocks that can be added to the
process flow.

@ Block dock

Shows the blocks associated with the selected
category. (In the diagram above, blocks in the
preprocessing category.)

© category dock

Indicates the block category for the blocks
shown in the block dock.




4.1.3 Al customization category dock and its content

Blocks are available for performing ideal processing using Al. In this paragraph, the types of blocks
will be introduced.

Category dock and its content
> Preprocessing category
2o\

Includes blocks that do pre-processing of input data in order to improve the
oo accuracy of analysis performed downstream.

> Analysis method category

Includes blocks that execute each type of analysis method algorithm and
output diagnosis rules.

» Ensemble learning category

' Includes ensemble learning blocks that combine multiple analysis methods
: z and output a single diagnosis rule.

» Utility category

~
\‘ Includes blocks for various purposes such as changing processing content
< or input/output, etc. They can be installed at various places in the process

flow.

H Explanation of preprocessing category blocks

Missing value Outlier processing

processing block block
¢ Used to improve the accuracy of Al models. ¢ Used to improve the accuracy of Al models.
*When there is a value missing from the ¢ Since using an outlier value as a correct
data being used, it completes the data value reduces Al model accuracy, this
with an appropriate value so that the Al block processes outlier values using
can learn properly. appropriate methods.
Input Output
Input Output Variable Variable
Variable Variable 10 10
0 0 1 11
pw Completes data py o Outlier value 9
9 using average ° L8 record is 8
8 value for s % replaced with a 192
Missingvalue|  missing block. 10 ———— median value. .
12 12 5 s
5 5




Scaling block

*Used when using methods such as deep
learning that cannot be executed when
variables with different numbers of digits
are mixed together.

e Performs conversions such as
standardization, etc. on numerical values
to align the number of digits.

Numerical value
operation block

e Used to improve the accuracy of Al models.
¢ Adds the result of arithmetic operation
as a new variable. For example, the
difference between 2 different variables is
created and added as a new variable. The
result of numerical arithmetic operation
on 2 variables is added as a new variable.

Input Output Input Output
Variable Variable Variable 1 | Variable 2 Variable 1 | Variable 2 | (Variable 1) - (Variable 2)
1 -1.460593 500 490 500 490 10
2 -1.095445 510 500 510 500 10
3 . . 0.7302967 505 510 505 510 5
Standardization
4 I -0.3651484 502 490 502 490 12
5 example 0 495 505 495 505 10
6 0.3651484 480 499 480 499 -19
7 0.7302967
8 1.095445
9 1.460593

Variable 1 - Variable 2

Dimensionality compression block

e Used to improve the accuracy of Al models.

eEven if there are numerous variables, not all of them are necessarily useful, and conversely
some may have a bad effect. The dimensionality compression block reduces the number of
variables without losing important information of the numerical value data.

Input: There are 4 variables (not including objective
variables) with numerical value as the
variable type.

Output: Data after the variables with
numerical value variable
type undergo dimension
compression.

Variable 1 | Variable 2 | Variable 3 | Variable 4 | Category | Variable 5 (Objective variable) Category | Variable 5 (Objective variable) | PCA_001 | PCA_002
14.23 1.71 243 15.6 A 5.64 A 5.64 0.769 -0.394
132 1.78 214 112 B 4.38 After B 4.38 5110 | 0.884
13.16 2.36 267 18.6 C 5.68 Compl’eSSion C 5.68 -2.327 0.620
14.37 1.95 25 16.8 A 78 A 78 -0.444 -0.543
13.24 259 2.87 21 B 4.32 there are 2 B 4.32 -4.741 0.454
142 1376 2.45 152 c 6.75 dimensions. [ 6.75 1.158 -0.329
14.39 1.87 245 14.6 A 5.25 A 5.25 1.751 -0.450
14.06 215 2.61 176 B 5.05 B 5.05 -1.276 -0.242




Section generation block

¢ Used to divide waveform data into multiple intervals*.

¢ By setting the waveform start and end, the waveform is divided into separate waveform by
similar patterns.

*MailLab’s specialty diagnosis diagnoses the features of waveforms with repeated similar
patterns.

Set the conditions

and divide the input J\,\ ’_I\/\\

waveform data into l/_/y\’g\ (
Vi

multiple segments. Y

* Interval: For waveform data with repeated patterns, 1 segment of the waveform data divided by pattern is called an
“interval” in MaiLab. In addition, the length of an interval is called “interval length”.

(W @ Section feature generation block

¢ Used to calculate waveform feature quantities for each interval.

*When diagnosing waveform features, the waveforms themselves are not diagnosed. Instead,
the feature quantities (statistical quantities) that express the waveform features of each
interval are used for diagnosis.

*MailLab’s specialty diagnosis diagnoses the features of waveforms with repeated similar
patterns.

For each input interval, it calculates the feature quantities and aggregates them into 1 point.
(Example) Maximum value extraction

o
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SBSA  TI06 10218 M9ESEN 8858174 BAMANIZ SK344 J8AIMAT LZELTTE 1DITN0 1340
SH1 TR 10315 1GERET BTOTIT BAIAGMA  SK1ISIR S1TR08 N2SA004 FRADSHN 144 BGOL
6300 168 10800 1975302 8790398 BIATID 600401 2329001 3901842 272ATE0 SMAZ
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Aggregates per-
interval waveform
data into table form.

Calculates 1 record of feature quantities from 1 interval and converts them into table form.
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2%

e Used to improve the accuracy of Al models.

e Even when interval creation conditions are set in the section generation block, in some cases
the expected interval cannot be created. The sub-section forming block further shapes the
interval by setting shaping conditions to complement the section generation block.

Sub-section forming block

Set the conditions and divide each input interval into smaller intervals.

504 B5T4 10234 IB4BBES S014884 TSBL3X 611375
S17__6s_w: wwis potili Neesn eibeu
Bazd 1o 77 78

Sate
am

10808 1975202 8790558 BM8LTH 1882 [
10680 v NEE BO181 M6 218 ﬂd“ 0068 METHN AT
BAS 10585 2040081 B85S 177 BMSE0S 618042 1370085 MS4S5T BTG4
mu 2006015 9002 17H 563 545
| 12374 2072769 5052300 BiSE 91
12374 2072765 5052303 BSSH201  G1AS86 451037 1135066 4142000 13352681

Waveform data for
each interval are cut
into smaller intervals.

It is divided into multiple intervals and output as ripple data in the same way as the input.
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Y @ Date and time encoding block

e Used when creating variables of year, month, day, hour, minute, second.

*When data includes a variable of date/time information (time stamp), that information is
processed to extract the year or day information, etc. By using date/time information, the
data can be divided according to conditions, such as dividing data by day and night when
tendencies are different between morning and night operation, dividing data by weekday and
weekend, etc. Doing this may improve the accuracy of Al models.

Input: Data that includes Output: Data with day and time information divided into each
date/time information value.

Date/time Date/time Date/time_year Date/time_month |Date/time_day Date/time_hour ... |Date/time_dow
2022/1/24 12:34:56 2022/1/24 12:34:56 2022 1 24 12| ... 0
2022/1/24 14:34:56 2022/1/24 14:34:56 2022 1 24 14| ... 0
2022/1/24 16:34:56 . 2022/1/24 16:34:56 2022 1 24 16| ... 0
2022/1/24 18:34:56 Date/t I m e 2022/1/24 18:34:56 2022 1 24 18] ... 0
2022/1/24 22:34:56 e n CO d i n g 2022/1/24 22:34:56 2022 1 24 22| ... 0
2022/1/25 0:34:56 2022/1/25 0:34:56 2022 1 25 0 ... 1
2022/1/25 2:34:56 2022/1/25 2:34:56 2022 1 25 2| ... 1
2022/1/25 4:34:56 2022/1/25 4:34:56 2022 1 25 4| ... 1




i

Y @ Category encoding block

e Used to improve the accuracy of Al models.

*Since some analysis methods cannot use category type data (character string information
such as part material during manufacturing, etc.), this block converts it to numerical value
data. Information to be used for learning can be extracted from category variables as well and
used.

Input: Character string information Output: Converted to numerical value data

Product Product_enc

Arm
Body
Door
Arm
Arm
Cube
Body
Cube
Arm

Category
encoding

ON|=|N OO Ww=0

2

2| | Add category statistic block

e Used to improve the accuracy of Al models.

¢|n addition to using numerical value data (other than category variables) as is, statistical
quantities can be calculated from the numerical value data for each of the same category
type of category data. By adding the calculated statistical quantities as new variables, the
variables that can be used for a method can be increased.

Input: Data containing multiple records Output: Statistical quantity variables calculated
with the same category variable. for each category variable are added.
Area Amount Area Amount |Area_Amount_max |Area_Amount_std
Aichi 100 Aichi 100 130 16.99
Brazil 1100 Brazil 1100 1200 50
Dominica 23 Dominica 23 23 0
— Category —
Aichi 90 L Aichi 90 130 16.99
— statistics —
Aichi 130 . Aichi 130 130 16.99
addition
Cuba 400 Cuba 400 400 25
Brazil 1200 Brazil 1200 1200 50
Cuba 350 Cuba 350 40 25
Aichi 110 Aichi 110 130 16.99




4.1.4 Constructing an original Al model

By editing an Al created by AutoML or a “Manual” created Al, the original Al model shown below can

be constructed.

Al created by AutoML

©000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000000

V| Vol

) F}WG . V:‘:Z e
P T —
] oo = ...

Clgis
@f“‘

e Q>

Al output

““Manual” created Al

V. ..
= IF

@>

© 00000000000000000000000000000000000000000000000000000000

©0000000000000000000000000000000000000000000000000000000

cooooooooo---ooooooooo---ccoooooooooo---oooooooo---oc;lll";fo---ooooooooo---occooooooooo---ooooooooo---ccooooooo

Random forest

="} °*
Datasat e g

About block arrangement

<

ensemble learning block.

 Hultiple
regrassion

*The basic block sequence is as follows:

<

g

<

e Utility blocks can be installed freely anywhere after the data set block.
* Preprocessing category blocks are installed as necessary.

*To use multiple analysis methods, install multiple analysis methods category blocks.
*When multiple analysis methods category blocks have been installed, install an

<




Here, the procedure for editing a “Manual” created Al and constructing the original Al model shown
previously will be explained.

@ SampleProject > Al

Display the right-click
menu and select “Open”.

/\ Do you want to edit Al which is in the completed state?

Al Is in the completed state.

To open it as read-only without changing the state, please open it with
[Read-only]

To change the state back to the editing state and edit, please open it with
[Edit]. If Al is used in a task, the task will not be deleted. To update the task,
however, it is required lo select Al which has completed learning again. In
addition, when the variable of the data set is changed, please creale a task

again

v

° SampleProject » Al » EnhancedModel

Mot tpdate B £

Select an Al that was
previously created by
AutoML and select “Open”
from the right-click menu.

A pop-up will be displayed.
Click the “EDIT” button.

The Al Customization
screen will appear.




° SampleProject > Al » EnhancedModel

P

V.-
kS

S

4

@-

Display the right-click
menu and select “Delete”.

Click on the connector to
delete and select “Delete”
from the right-click menu.

Aummatc pdse B O

° SampleProject » Al » EnhancedModel

B The connector was
deleted.

wSampleProject » Al » EnhancedModel

B Click on a

[PE—— “Preprocessing”
category block.

Click on the “Missing

value processing” block

B A “Missing value

processing” block will
appear near the center
of the canvas.

Msonatc wpase B £

Drag the “Missing value
processing” block to the

ED

desired location.




@ servieProiect » Al > EnhancedModel

Mutomatc iposie B 1

@>
Click & !
hold. =
@ samoieProject > Al > EnhancedModel
@>

QSamnleProject > Al » EnhancedModel

Clme Cloym Clme="nms 2

Acmmatcipome B O

When the pointer is placed
over the upstream block
of data, a ® will appear on
the right edge of the block.
Click & hold the ®.

Drag it to the left edge
of the block (on the
downstream side of the
data) that you want to
connect to. An arrow
connector following the
pointer will appear.

A @ will appear on the
left edge of the block.
Dropping on top of the ®
will connect the blocks
to each other.

Repeat @ to [B to
customize the Al model
and create an original Al
model.




4,2 Using the various function blocks

4.2.1 Customizing tasks

Tasks* can be created in MaiLab using simple functions and advanced functions.

*Simple task functions: Tasks can be created automatically using simple settings.

¢ Advanced task functions: Processes that cannot be achieved using simple tasks, such as
performing diagnosis by applying multiple comparison judgments, outputting diagnosis results to

multiple output destinations, etc. can be added.
Tasks created with simple task functions can be converted into advanced tasks and customized.
Operations to create advanced tasks is the same as the operations used to construct original Al
models.

*Task: A group of processes that diagnoses input data using Al and outputs diagnosis results.

Advanced task example

| | ~
T  Aomwon y o e
j -
<
DOutpet data
stream{001)

4.2.2 Category dock and its content for creating tasks

Blocks are available for performing ideal processing using a task. In this paragraph, the types of
blocks will be introduced.

Category dock and its content

> Data stream category

Includes blocks that perform data input and output during task execution.

PR

Ll

> Diagnosis category

Includes blocks that monitor input data and output diagnosis rules.

» Utility category

~
\‘ Includes blocks for various purposes such as processing data in the
R processing flow, etc.




m Explanation of data stream category blocks

= —E
ol Input data stream block ™ | Output data stream
block
e Used to perform settings of collection e Used to set output method and output
sources for data to be diagnosed. destination for diagnosis results when
e Arranged on canvas in advance. So there executing a task and outputting diagnosis
is no need to arrange it from the dock. results.

e Multiple output methods and output
destinations can be set.

Comparison judgment block

e Used to compare diagnosis target variables to threshold values or comparison conditions and
judge whether or not they deviate from conditions.

*Multiple settings for comparison settings can be made.

e Judgment results are output in the form of additional columns joined to input data.

*Not only numerical values but also category values can be set as diagnosis target variables.

R Comparison judgment
conditions
¢ Setting 1: value > 100
¢ Setting 2: value < 80 TimeStamp Value || Sefting 1 result | Sefting 2 result
Timesamp T 2021/2/5 14:00:00.01 ) o o
20217275 147000001 . Setting 1 result | Setting 2 result 2021/2/5 14:00:00.02 95 0 0
20211205 14:0000.02 o o o . 2021/2/5 14:00:00.03 105 1 0
2021/2/5 14:00:00.03 105 » 0 0 JOIn - 2021/2/5 14:00:00.04 109 1 0
2021/2/5 14:00:00.04 109 1 0 2021/2/5 14:00:00.05 89 0 0
20211205 12:0000.05 o 1 o 2021/2/5 14:00:00.06 B 0 1
2021/2/5 14:00:00.06 78 0 0
0 1
Waveform data N
The results obtained by logical
Comparison judgment cqmbination are joined to
conditions input data and output.
e Setting 1: Affiliation J
i = Administration,
Marne |Gender  |Poaition  |Affiliasian
Fae (MaR_ | [Massger'- (e Development Mame  |Gender |Postion |Afhliation Seting 1 resull | Setting 2 result
fagahc | DioriinG) (laot ol (foioe ¢ Setting 2: Position Taneke  [Man___ [Maneger _ iSales 9 !
Kojima  |Man  |Oepariment |Sales . . Hayashi  |Woman |Chiefclerk  |[Sales 0 0
o Man  |General [Clevical work » # Section chief, Joi i a o
Yamada [Man  [Genersl [Exploitation D rtment oin. o Man Gonoral  |Clenical work 1 1
Saito Woman _|Chif [Explokation S S [Yamade |Man  |Genersl  |Esploitation 1 1
[Yamamoto [Woman |Chiet |Exproitation manager S0 |Women [Chiot |Expioitation 1 1
Category data [Yamameto |Woman |Chief . 1 1

Setting 1 result | Setting 2 result
0 1

0
0
1
1
1
1

slalalalo o




SPC judgment block

*Used to apply rules based on SPC (Statistical Process Control) when comparing diagnosis
target variables to threshold values or comparison conditions and judging whether or not they
deviate from conditions.

e Multiple SPC rules can be set.

e Judgment results are output in the form of additional columns joined to input data.

Setting SPC rules

* Setting 1
Judgment target variables: Value;
SPC rule: Continuously decreasing

* Setting 2
- Judgment target variables: Value;
o SPC rule: +10 outside f . )
Obtained results are
- joined to input data
: and output.
O »?'l-.' 1 .n.-.' 1, nu.:;.- L J
L. W e L [y s - Sy ¥ et | ity 3 st
e | lﬂ‘ﬂﬁumm | " e { 12T 14000000 n a o
me | wmnan s | e T | e wenx | e (] (]
e N e T M = 4
MmN o | 6 » ma I V0002 L) L] | 1
e | mhan a0t | 3 e | AN Moo, | L) | L]
mee | A 140004 88 | e { 21T 0004 E3 1 [
Ll L L Setting 1 reul | Seting 2 el ol e o ol
e Ml L [ [ o M L £
e AT 140007 88 ° o e O 140007 9 0 o 1
L} 1 1
Input data = Output data
=
Lk ! -
o 1




4.2.3 Creating simple to advanced tasks

This paragraph will show the procedures for converting a task created using simple task functions
into an advanced task and customizing it.

n Select a task that was
previously created by
Simple task functions

@ samoicproiect > Task and select “Convert to an
=] H
) e advanced task” from the
0 E o e . p— right-click menu.

Display the right-click menu and
select “Convert to an advanced task”.

E A pop-up will be displayed.
Click the “OK” button.

A

Are you sure you want to convert it to an advanced task?

Unable to return to a simple task once converted.

OK CANCEL

n The task flow will be
displayed.

o SampleProject » Task > EnhancedModel

AR *The screen configuration is the

same as the “Al Customization
Screen”.

'
r 6‘
't

ST NN . ¢ ) SO




e SampleProject » Task > EnhancedModel

Mmmatc wpine W O

= ‘@

& cooy

Display the right-click -
menu and select “Delete”.

OSampleProjecl » Task » EnhancedModel

Aucmstc ipdte B O

° SampleProject » Task > EnhancedModel

Aummatcipose B

£

Click on the connector to
delete and select “Delete”
from the right-click menu.

H The connector was
deleted.

H Click on a “Diagnosis”
category block.

Click on the “Comparison
Judgment” block.

B A “Comparison
Judgment” block will
appear near the center
of the canvas.

Drag the “Comparison
Judgment” block to the
desired location.



When the pointer is placed
over the upstream block
QSampleF‘rmecL » Task » EnhancedModel of da_ta’ a e will appearon
e the right edge of the block.
Click & hold the ®.

ITNEATEAN, &<
Click & 1 i
hold. . =
Drag it to the left edge
of the block (on the
@ sarpleProject > Task > EnhancedModel downstream side of the
St G data) that you want to

connect to. An arrow
connector following the
pointer will appear.

()

A @ will appear on the
left edge of the block.
Dropping on top of the ®
will connect the blocks
to each other.

Repeat @ to [B to
customize the simple task

@ soreleproiect > Task > EnhancedModel and create an advanced
e g task.

it
2 @‘
L

e
=k =




4.3 Executing original processing using Python blocks

So far, the flow of general data analysis and methods for improving accuracy have been introduced.
However, in some cases original processing is necessary depending on the data and targets being
handled.

For example, consider the following situations:

*When it is necessary to use information such as product lot numbers that include product
type information or values calculated from sensor data using a certain formula and used for
manufacturing, etc. as new feature quantities.

*When data such as FFT (fast Fourier transform) itself will be transformed and it is necessary to
perform the transformation between the reading in of data and its input into the analysis method
block.

In MailLab, original processing can also be incorporated into analysis and diagnosis flows according

to individual needs.

|
ru_m Originally created Python programs

! —
’73 } > E | @ AI_ can be incorporated into the Al flow.

DUMMY INPUT U_05050360 U_05051105

Python code is shown directly

in the editor.

Debugging is possible.

m (2] Script at leaming v P

[ traln_script{traln_input_date: Datsframe] o Teple[Dataframe, Any):

it predict_s ut_data: DataFrase, shared_valuer Any) -> DataFrase:

predict_input_data




Improving the accuracy of the
5 diagnosis model

chapter

In this chapter, methods for improving the accuracy of diagnosis models created
using the AutoML function will be introduced.

By utilizing the AutoML function, diagnosis models can be easily and automatically created without the need for
specialized knowledge or manual data processing. Accuracy can be further improved by incorporating knowhow

such as characteristics related to the prediction targets or data, etc. into the learning model automatically
created using the AutoML function.

Automatic analysis using AutoML Improved accuracy using domain

knowledge
= ;Fj \

.Alpmr-w .Alpﬂm

Here are 3 points to review in order to improve diagnosis accuracy.
Increase the power of learning models created using the AutoML function by implementing improvement
measures corresponding to each situation.

c@Oi
) e e

Data
?
Selecting Selecting
= @ analysus method Learn

..............................

The AutoML function
automatically executes from pre-
processing to model creation.

Learning model

5.1 Checking the prepared
data
5.1.1 Checking whether the data are

as expected
5.1.2 Expanding the data set

5.2 Checking and adding
pre-processing

5.2.1 Cleansing data

5.2.2 Feature quantity engineering: (1)
Joining data to create new data

5.2.3 Feature quantity engineering: (2)
Taking a specific part of the data
and extracting features

5.3 Checking learning
parameters and
analysis methods

5.3.1 Selecting the analysis method



5.1 Checking the prepared data

If there are deficiencies in the prepared data (insufficient data quantity, inclusion of error data, etc.), the accuracy

of the diagnosis model will be low.

First, check that the expected data are included, that there is no extreme bias in the data, etc. Also, if additional
data can be provided, expand the data set.

5.1.1 Checking whether the data are as expected

l,

B Data check methods and relearning procedures

If unexpected data are included, correct analysis and learning cannot be

performed.
Check for the following situations:

* Data does not include necessary variables.
* Lots of data from when devices were stopped are included, and there

are few meaningful data.
* There is bias in the data distribution.

An example of a method for checking data and procedures from data set re-registration to relearning will be

introduced.

(1) Check for “Data does not include necessary variables”.

MELSOFT Mailab

A E:

@ SampleProject > Data set

Display the right-
click menu and select
”Preview*.

e Data overview
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In the Data Set Management
screen, select the data set to
check and select “Preview”
from the right-click menu.

In the Data Overview screen,
check whether “Data includes
necessary variables”, “Variable
types are as expected”, etc.



(2) Check whether “There is bias in the data distribution.”

n From the preview selection
pulldown menu, select the

graph type to display.

= MELSOFT MailLab Fy i N
Table

Data overview - el Display the pulldown
0 7 Raw data menu and select the
L]
. Y graph type.
Medohing: At Line chart & histogram
L]
O Tearicacc... Number Boxpiot
“""‘} Pie chart & histogram
[0 Aceticacidco... Number
Correlation preview
[0 cicacidco... MNumber Seatter plot matrix
O  Reskdualsig... | Nimbar Correlation matrix heat map
Multiple waveform preview
[ chloride cone... Mumber
Multiple waveform preview
n Select the variables to graph
N and check whether “There is
. @ Fie chart & nistogram . . .
¢ bias in the data” using the pie
Sabl A, | $TTTTenserenensenensntenensntanenintannnc Whid iy T : .
e i chart, histogram/bar graph,
= etc.
Oy o = :
O wna e : *Histogram: If the display target
A : are category variables, a bar
O P - - X .
= : graph will be used.
[y = o e S
B i e
[ S
gy o
L]
L]
L]
L]
Winequa”ty 000000000 OCCS




Suitable visualization methods for category type data

Bar graph

A graph suitable for comparing the size relationships of data for each category type element. Category
type elements are assigned along the horizontal axis, and the data size for each element are expressed
as bar height in the vertical axis. It is used for checking the size relationships of various data, such as
monthly sales trends of each product, the number of times an element appears in the data, etc.

The size of each element is
expressed by the bar height
along the Y axis.

. S o The horizontal axis are the
qualitative data elements.

Pie chart

A graph in which the components of data and their proportions can be checked at a glance.

Data components

Proportions are expressed as areas.

The elements for which only a few

exist can be understood at a glance.




Suitable visualization methods for numerical value type data

Histogram

Graph expressing the number of numerical types (frequency of occurrence) The division ranges (classes)
of quantitative data are assigned along the horizontal axis, and the frequency of quantitative data (frequency
of appearance) within each division range is assigned along the vertical axis. The number of divisions
along the horizontal axis is called the bin number. By setting appropriate values for each data, how
quantitative data are distributed can be known.

ta0e The frequency of
quantitative data within
100 each class is assigned
along the vertical axis.

500

o The classes of quantitative data are
assigned along the horizontal axis.

Box plot

A graph that expresses the variability of numerical value data and the presence/absence of outlier values
under certain conditions in an easy-to-understand way.
The variations within each category can be compared.

The presence/absence of outlier
values from the overall distribution
can also be seen at a glance.

The line inside the box is the data
] median value.

The box encloses 50% of all data.

5 Comparison of each category

- Example:When C > D, the values are
clustered to low values, but
when C = D, the values are

. scattered to large values.

o % é i There are differences in
variability between C <D

and C = D, but almost all

data are clustered near the
median value.




(3) Performing relearning with a correct data set

When it is necessary to revise data, perform relearning using a data set in which correct data are registered.

n Create a new data set using the revised data.

(3.1 Creating the data set )

*When creating the Al automatically using the AutoML function, the following operation is unnecessary.
Execute the procedure in “3.2 Creating the Al” again.

Wissing valoe

Double-click

T
@ e =

Select the

variables.

Data set

Wine quality data °
e
Leaming typa e
L]
® Supenvised lsarfing

Diagnosis target

o600 000OCOS

Sutturous acid canceniygtion

Dersity

H

Sulfate concentration

o000 000

B (0| 3|08

Al by voisne 6

Wine quality

MNew wine quality data

L] m
0..'..‘..‘} ncmu

Select the new

data set.

(0 Unsupervised lsaming

Variable type

Muimbes
Categary

v

Ensemble
learning

e —@>

Al output

Open the Al in the Al Editor and
double-click on the data set
block to open the properties.

Change to the data set

in which the correct data
are registered, and set the
objective variables again.

When variables have
been added:

When the added variables
will also be used in
downstream function
blocks, it is necessary to
add the process to each
block.

When variables have
been deleted:

When the deleted
variables were also used
in downstream function
blocks, it is necessary to
delete the process from
each block.

Perform relearning using the
new data set and check the
score.



5.1.2 Expanding the data set

When data that can be used for learning can be prepared separately,
the data can be added to expand the data set.

Add data. Reglst'er the additional data and perform relearning according to the
following procedure.

*Add data to the data set.
ePerform relearning in the Al using the new data set.

B Procedure for adding data to a data set

The procedure for adding data to a data set will be introduced.

(1) Add data to the data set.

In the Data Source
Management screen, upload

A = | Samplelnts - o ®
e T T the text file to be added.
o ua] ' P i After uploading, create a data
[ R —— N0 A A Alrasot el Camema Seprstaed Vel ke ™ "
g | e p————— set by performing the same
@ ot operations as in “3.1 Creating
the data set™.
‘ * Text files which can be added

---------------------------------------------------------------------------------------- are limited to text files with the

Drag & dro same configuration (header row
g p number, data start row number,
the new data. number of variables, variable

names) as was used when the
data set was created.

Open the Al in the Al Editor
and start learning.




5.2 Checking and adding pre-processing_j

When predicting quality or signs of abnormality, Al prediction accuracy will be improved if there are data
indicating that situation.

Although it would be nice if we could sense every bit of data indicating a situation, but in many cases it is difficult
to achieve due to problems such as a basic inability to perform sensing, high costs, etc. In such cases, data can
be made more predictable for Al by processing the data available, combining data and extracting features, etc.

In this section, an example of effective pre-processing in the manufacturing industry will be introduced.

5.2.1 Cleansing data

The process of tidying up data with missing values, abnormal values, etc. to make the data clean is called data
cleansing.

The collected data may contain abnormal
values due to missing values or unexpected
behavior. In such cases, unexpected Al training
results may occur due to the abnormal values.
Because of this, check for the presence of
abnormal values and consider how to handle
them
o Check for the presence of such values in data
set preview.
« Perform cleansing using a pre-processing
T T T block.

Visualize data using the box plot or scatter plot in
the preview screen to discover outlier values.

|

Right-click on the data set
block or the preprocessing

category block and select
“Display preview” from the
menu.

Display the right- *In the preview for each block,
check the output data (block
processing results) using a graph.

click menu and select
“Display preview”.

E Check in the graph for the
‘ presence of outlier values and

. 0e0.3 their values.
Outlier value :

Outlier value




(2) Add the outlier processing block.

S 81

Nurmenical
Data set valua operabion

Add the outlier processing block before the Analysis methods category block.

TOPIC

When creating a diagnosis model, outlier values may cause reduced accuracy of the model. Removing the
corresponding data or removing the sensor itself from the learning data is effective.

However, in some cases the outlier values are meaningful, such as when the occurrence frequency of
outlier values is high before the occurrence of a malfunction, etc. It is necessary for the analyst to judge
the final handling of such data based on an understanding of the data’s background.

(3) Set the conditions for outlier value processing.

n Double-click on the “Outlier
processing” block to open the

properties.

= o=
= %] )
oaae B

Disap bearning

v

B Click the “Add” button.
Qutlier processing

‘\ariable name Outlier detection co... Outller processing ... Setting Delete B

Mo data




n Set the target variables and
processing conditions, and
Setting click the “OK” button.

Variable name

Sulfurous acid concentration v

Outler processing largel

Both sides -

Outlier detection meathod

Values that are away from the average value by ... ~

Muttiptying factor

3

Outler processing method

Replace by average value -

) (| €D

(XXX ]

Set the outlier value
processing conditions and

click the “OK” button.

Qutlier processing

Varfable name Outller detection co... Qutiier processing ... Setting Delate

Sulfurous acid conce... | (Variable value) - Aver... Replace by average va... | ]

n Right-click on the outlier

processing block and select
“Display preview” from the
menu.

B Name change
° } ol Display preview

Display the right-click menu and select “Display preview”.

v

XXX N
g
3
8




n Confirm that outlier values
have been processed and
eliminated.

Outlier values corresponding
to processing conditions
have been processed.

* The figure at left shows the
processing when the settings
in Bl are used to set detection
targets on both the upper and
lower sides, and values of more
than 3 times the average are

Outlier values corresponding considered outlier values

to processing conditions
have been processed.

B Missing value processing

(1) Check for outlier values in the preview of the block to be input to the analysis method.

n Right-click on the data set
block or the preprocessing

4 ’ pr| category block and select
6 “Display preview” from the

X

=H #" Open *In the preview for each block,
il @ Copy EEZEEs check the output data (block
Doata sat G . .
LAUE0L [ Paste f@ processing results) using a graph.
: X Delete 31{-) [T
e B tame change
h i I8 q
o }I-llﬂisﬁwmim I Click.
E Check whether or not there
are missing values (missing
0 Data overview numbers) in the Data Overview
screen.
‘Variable variatie type
Tt .. D H There are missing
cetcackicn.  Number values.
Citric acid con...  Number e g o y 0334617151807,  0.122153318885.. 00
Residual suga...  Number - m B4TO50T150153. . S12T60062TAZS.. 08
Chicride conc,..  Number e 1] 0045030066360, 0.021942700208. . 0.000
e R There are missing
Sufturous acid.., Wumber £ o values.
Dersity HNurmber -1 ] 0004068314100, 0.008032345851. . O.CAT
pH Humber s 3IBTION2I6ZT0... 0151423277608, 274




(2) Add the missing value processing block.

P- | '= '_..-..
- oo | 2L
Data set mmmm processing

6@9

— A
h—0>
= I Em A output
&

Add the missing value processing block before the Analysis methods category block.

(3) Set the conditions for missing value processing.

Double-click on the missing

Data set

am

value processing block to
open the properties.

6o

Numerical
valug oparation

proc ssing

Double-click

v

Click the “Add” button.

Missing value processing

Variable name

Variable type

Missing value proc... Setting

Mo data




Setting

Variable name

Residual sugar conce...

v

Missing value processing
method

Interpolate by averag...

o000 00

> 1|«

v

Set the target variables and
processing method, and click
the “OK” button.

Set the processing method
for all variables with missing

Missing value processing

values found in B, and click
the “OK” button.

Varfable name Variable type Missing value proc... Setting Delate
Residual sugar conc...  Number Interpolate by average ... .
pH Numbser Interpolate by mode [}

v

CANCEL

(4) In the block preview, confirm that missing values have been processed.

« 'op
== %))
Daaset Nmencalvave

0000000 OCOS

X Delete

B name change
ot Display preview

Right-click on the Missing
value processing block and
select “Display preview” from
the menu.

Display the right-click menu and select “Display preview”.

v




n In the Data Overview screen,

@ Data overview confirm that missing values
have been processed and
eliminated.

Vataan..  Vadtienpe  tmberole. mah Missing values have * The figure at left shows the
T e R B been complemented processing when missing values

: : . have been complemented
L R according to the according to the settings in &
Cucackicon... Hursber LRI processing conditions. using the median value and mode
Residual suga. . Number 1018 E : value.
Bt | ik we oo i Missing values have
o i | W o o6 been complemented
R S I according to the
" P w o processing conditions.

P Number 3018 é m g JET260014803. . 0ISIITORME042. 2T4 1

5.2.2 Feature quantity engineering: (1) Joining data to create new data

In some cases, new data related to the objective variables can be created by combining and processing mainly
data with high contribution rates to the Al. Preparing data that is more related to the objective variables will
improve the Al prediction accuracy.

TOPIC

When humans look at data, combining existing data or rereading existing data to make it easier to
understand is often performed. For example, in the case of a restaurant, “Sales amount” and “Number of
customers” data are used to create new data called “Customer unit value” for evaluation and analysis.

The creation of data that is easy for humans to understand directly results in creating data that is easy for Al
to understand, leading to increased accuracy.

In some cases, “Obtaining the

difference between data” and In this paragraph, a case in which the contribution rate of actual
“Calculating data proportions” measured values is high and indicated values are also collected
are effective. Here, methods will be used as an example.

for creating new data using 4

arithmetic operations will be

. Actual measured values

introduced. /\ A

. Check. |.mpor'Fant featurfe /\ /\/\ N /\ A /\ A /\ Abnormality
quantities using Al preview. ‘ occurred

« Create combined feature values Indlcated values
in a Pre-processing block.

(1) Check feature quantities with high contribution rates using Al preview.

n In the contribution ratio of
Contribution ratio of variables {top) variables (top) shown in the

Al learning results, check
. the variables with high
Achet by v contribution rates.

Contribution
rate is high.




(2) Add the Numerical value operation block.

Add the Numerical value operation block before the Analysis methods category block.

(3) Set the conditions for numerical value arithmetic operations.

aop [ e

%
= :

Outlier
T processing
Numerical value operation
m
Variable name Calculation formula Setting At

Mo data

Double-click on the Numerical
value operation block to open
the properties.

Click the “Add” button.




B Set the arithmetic formula
(Measured value - Indicated

Setting value) used by the variable that
will become the new variable

Variabie 1 and click the “OK” button.

RPM measured value -

Oparator

- -

Variable 2

RPM indicated value -

°
°
...“....} n

v

n Set the arithmetic formula of
the new variable and click the
“OK” button.
Numerical value operation
©
Variable name Calculation formula Satting Delata
(RPM luelRP... (RPM valug) - . e [ ]

3 @)

4
(4) In the block preview, confirm that the new variable has been added.

Right-click on the Numerical

value operation block and
o o

select “Display preview” from
the menu.

(X ]

= L
POCESSING L) =,

. il copy #:‘L} |

L)

) O Paste ! ]

% 1paming

. X Delete

L]

L]

L]

L]

. Hame chang
3 Py
Display the right-click menu and select “Display preview”.

v




n In the Data Overview screen,

@ 7 S DR o confirm that the new variable
set in A has been added.

Variable rame Vanable tyoe umber of slemants Number of missing

RPM mdizated value Rumbe: W18 Q
AP measured value Numbes e "]
Tormue Mumber we ]
Variable setin 5 L& i 0
Product gualty Category 2318 o
(RPM measured value)-(RPM indicated vatue ) Mumber e -]
[ov e e 6 e e

5.2.3 Feature quantity engineering:
(2) Taking a specific part of the data and extracting features

When data set type is “Waveform data set”, cut out specific intervals and create feature quantities.

If the waveform shape differs greatly between intervals or if the length of the data included in the interval
expands or contracts greatly, the created feature quantities will vary. Revise the interval creation conditions so
that cutting out can be performed at each specific interval.

o Check the extraction status of the “Section generation” block.

o Reset the interval creation conditions.

e ) ™)
Open the Section generation If similar intervals are not being cut out, change the
block properties screen. interval creation conditions.

——

Graph afer section pinerassn

Supedimposed graph

'_.i
({
s

For example, when the same process is repeated such as for a press process, in many cases the shape data will be
the same every time.

For data like this, focus on the specific portions of the data where features are likely to be expressed instead of on the
entire data. In some cases, creating feature quantities from the data extracted from a specific portion is effective.

Example: When the interval during which pressure is applied is cut out

Cut out the portion where the

pressure is constant after riSing' Objective Objective er(];lnrrneusr:u\rl':;ue I\;IflgéTuLgé/:tlg;e
The pressure and minimum /\/\/\ variable % variable | of extracted of extracted
value of feature data of the / oo portion
cut out portion are calculated. Extrac'ted 10 10 621 1005
The calculation results will be ZZ?;ure portion —E— @
joined to the objective variable Pressure Time TH

as feature quantities.

The portion where a value is constant and stable as in the above example is often linked to deterioration
of mechanical systems.

However, since there are also cases in which the portion where the value is not constant but is increasing
or decreasing is linked to abnormality, it is desirable to create feature quantities from multiple conditions.

The specific operations performed in the above example are introduced from the following page.



(1) In the Section generation block properties screen, set the conditions for
cutting out the waveform.

i ;

Data sat

Double-click

<

.&cmg.mm

<

Double-click on the “Section
generation” block to open the
properties.

When the variable for checking
the interval is selected, the
input waveform graph for

the selected variable will be
shown.

In this example, the feature
data and pressure variables
are used.

Drag on the graph to select 1
cycle of the input waveform.



When the pointer is placed over the graph, the
record at the pointer position will be displayed.

The graph will be enlarged. On
the graph, check the value of
the range where pressure is
stable.

In this example, since it is
stable when it exceeds 60, the
extraction conditions are set
as follows:

e Start condition: Pressure > 60
* End condition: Pressure > 60

Start condition

Condition comvergence method

AND -
Candition m Delate
File switching s ]

Select “Judgment with the variable value used as a condition”.

Start condition

perwm—om Set “Pressure > 60”.
Judge with the variable value used as a condition ~

Judgment target variabhe Operatorfeaturs point Comparison target NG Vit

Pressure - > =  Constant - &0

0
Continuation condition °
» Judge at continuation for specified °
period °

°

°

°

.‘....‘....‘...} - ICANCEL

v

In the Start conditions, click
the “Setting” button.

Set the start conditions as
follows and click the “OK”
button.

e Judgment type: Judgment
with the variable value used
as a condition

e Judgment target variable:
Pressure

* Operator/feature point: >

* Comparison target: Constant

* Setting value: 60
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End condltion

Cendhlen convergenca mathed

AND -
Condition Delete
Immediatety before the next e i

Select “Judgment with the variable value used as a condition”.

End condition

Judgment type

Judge with the variable value used as a condition ~

Set “Pressure< 60”.

Judgment target variabie

Pressure * <

Setling valua
Comparsan targel .

=  Constant - &0

Continuation condition
» Judge at continuation for specified
period

..‘...‘...‘...} -CMGEL

End condition
Condition convergance methed
AND -
©
Condition Setting Delete
Variable value: Pressure < 80 ! [ ]
hange generation end
- sition
Select :M__ s
“Before”.

v

In the End conditions, click the
“Setting” button.

Set the end conditions as
follows and click the “OK”
button.

e Judgment type: Judgment
with the variable value as a
condition

* Judgment target variable:
Pressure

* Operator/feature point: <

* Comparison target: Constant

* Setting value: 60

With the condition “Pressure
< 60”, the portion until the
first record where pressure is
below 60 will be the cut out
target.

Therefore, fine-tuning will be
performed to cut out until 1
record before the condition is
met.



(3) Check the cut out interval.

m Click the “SECTION
T, Pt mp— GENERATION” button.
- Change gerwration start ‘mwmw
postien posson
1 Rncory
Bl

m After interval creation,
confirm that the interval which
T e exceeds 60 was cut out, and
Supermposed graph =

click the “OK” button.

___\/m g

(4) Perform feature quantification for the cut out interval in the Section
feature generation block.

m Double-click on the “Section

feature generation” block to
-

open the properties.
Random forest

o= | Ve ||
Double-click 9¢
Deep leaming

m Select the variable feature
° quantity type and click the “OK“
[ —— & button.
s i e s v . In this example, the feature
O_temat oy s Somans et e data and pressure feature
Gl i Yo e T quantity is “Minimum value”.

O Fresses e Mk st - Fressess
O tepe v Nt Average vakes - gt st _res m




(5) Check the results in the Section feature generation block preview.

m Right-click on the “Section
feature generation” block and

Fb@, select “Display preview” from
lRandclnfmesl

the menu.

(s} @ &

g 3 I'Sm“* # Open F
generation Jene rl'—\

° @ Copy g‘(ﬂ-l‘ | |
: 0 Paste '1
.
' X Delete Fom—
: B tame change
p [ ]

Display the right-click menu and select “Display preview”.

v

Select “Raw data”.

avons :
@ Raw data
= Maname_grpi_mode ) Festus dala_min ) Prossure_min ()
Variabla ... Vadabler, | T ey
=
Flaname_grpt_mode Featurs data_min Pressuse_min
Category Number Numbar
SensorMeasuredData_P121_1 o8 [
SensorMeasuredData_P121_1 [ a0
SensorieasuredOata_P121_1 m 60
Select
. SensorMensuredData_P121_2 L 0
variables
. SersorMensuredData_P121_2 5 80
to display.
SensorMeasuredData_P121_2 101 60

Select “Raw data” in Preview select. Data of the selected variables will be displayed. Confirm that they are the
values that were expected.
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5.3 Checking learning parameters and analysis methods

In the AutoML function, optimization is automatically performed from multiple machine learning methods.
However, if the purpose is clear from the start and there is a method suitable for that purpose, specifying the
analysis method is more effective in some cases.

In this section, the characteristics of the analysis methods will be briefly introduced.

5.3.1 Selecting the analysis method

For example, if periodic sensor data with the same waveform shape are always input, guard band that set
thresholds along the waveform shape are more suitable than deep learning that extracts features from the
waveform.

Search for the suitable method from the characteristics of unsupervised learning method, unsupervised learning
method for waveforms, and supervised learning method.

B Check method

Methods for diagnosing conditions that are different from usual
(unsupervised learning method)

MT method %
(Mahalanobis-Taguchi Autoencoder
method)

* A method in which learning is performed * A neural network that encodes (encodes,
using only usual-condition (normal-condition) compresses) input data and converts it into
data and considers “Other than normal is separate data, and recovers and outputs the
abnormal”. original data.

* It converts numerous variables into a * When abnormal data that were not learned are
single numerical value called “Mahalanobis input, they cannot be recovered correctly. As
distance", and can quantitatively detect signs aresult, it can judge and detect whether input
of abnormality. data are normal or abnormal.

Methods for diagnosing conditions that are different from usual
(unsupervised learning method for waveforms)

Similar waveform \J’“V Guard band

recognition

* Learning is performed using the waveform * A method in which the normal value range is
patterns of normal data. A method in which defined based on standard waveform data,
conditions that are different than usual can and if the diagnosis target value is outside the
be detected by judging the similarity between normal range, it is judged as abnormal.
the input data waveform pattern and learned * Suitable for applications where high-speed
patterns. abnormal judgment of periodic waveform

* It can detect signs of abnormality that simple pattern data is performed.

upper/lower threshold value judgment cannot
detect.
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(supervised learning methods)

\ -
Hf Deep learning

* A method which uses a multi-layer neural
network to automatically extract features from
multiple input data and perform diagnosis and
learning.

* In MaiLab, a compact network has been
designed to operate at relatively high speed
with low memory.

Decision trees

A method that improves accuracy by combining
multiple decision trees that classify data using
Yes/No and showing it in a hierarchal diagram.
[Gradient boosting decision tree]

With a good balance between learning
accuracy stability and calculation speed, it
exhibits stable learning performance for any
type of data.

[Random forest]

Although the learning accuracy may be less
than gradient-boosting decision tree in some
cases, learning can be performed faster.

Methods for predicting specific quality or defect factors

Multiple regression

* A method which derives the value of the
objective variable based on polynomial
equations using multiple explanatory variables.

* Suitable for cases with simple data in which
there is a linear relationship between objective
variables and explanatory variables. Because
of this, high-speed diagnosis and learning can
be performed.

k-nearest neighbors
algorithm

* A method that performs estimation by judging
whether the data to be estimated are similar to
learned data.

* The following properties make it is suitable
when the number of learning data and
variables is small.

e Estimation accuracy decreases as the
number of variables increases.

e Estimation time increases as the number of
learning data increases.



One approach to further improve the accuracy of models created based on the steps in previous
chapters is to reconsider the data used to create the model. Even if data unrelated to solving the
problem (data unrelated to objective variables) are used in the model, improvements in accuracy
cannot be expected.

Therefore, examining whether data related to objective variables are being collected appropriately
and whether appropriate data are being used in the model may lead to accuracy improvements in
some cases.

At that time, perform the examination while refer to the following flow as a reference. The flow
concept is explained below.

Approaches to solving issues utilizing data

Extraction of business
issues

v

Breaking down into
on-site issues

Factor analysis of
on-site issues
v

Selection/collection of
necessary data

Check data trends
. 4

Create/verify diagnosis
model

Diagnosis system
operation

v
Verification of results
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Extraction of business
issues

v

Breaking down into
on-site issues

Definition of issues and breaking down into on-site issues

Business This year’s goal: Improving quality

Issues For business issues, even broad, slogan-like goals are fine. However,
with such broad goals, what each person should do as an individual
is unclear. If the goals are not broken down so that what individuals
should do can be clearly understood, people won't take any actions.
Data analysis is the same. It is necessary to break it down to the level
at which the analyst can move their hands, or in other words to break
down the issue to be solved into on-site issues.

] This year’s goal: Improve the defect rate for
On-site Defect B on Equipment A by 10%.
issues

The target equipment and defect to be improved are clear, and the
numerical goal is also stated. If the goal can be made this specific,
people can shift to actual actions toward achieving the goal. Here,
what is important is that the numerical goal is stated. The fact that the
numerical value is stated has the meaning that the data representing
the issue are being measured.

B What are data representing the issue?

The data that represent the issue in data analysis and are the subject of prediction or estimation are

referred to as objective variables.

For example, the definitions of FA site data are as follows:

¢ Objective variables: When processing accuracy will be predicted, processing accuracy.

e Explanatory variables: Data related to the objective variables (data which seem to be related to
processing accuracy, such as ambient temperature, device current, etc.).

B Supervised learning and unsupervised learning

Analysis methods can be broadly classified into two categories: Supervised learning and unsupervised
learning. At FA sites, since the defect occurrence frequency is low and only small amounts of abnormal
data can be collected, unsupervised learning may be used, making it difficult to verify the model and
ensure accuracy. In some cases, collection of abnormal data is considered to improve accuracy.

Supervised | This refers to training a model using data for which explanatory variables and objective variables
learning have been measured. As stated before, “teacher” is synonymous with objective variables.

Unsupervised| This refers to training a model using only normal data, or data with only small amounts of
learning abnormality. It is used when the number of data to be detected is extremely small or when
there are multiple patterns of detected data and definition is difficult, not performing training
with data for which objective variables have not been measured. For example, the MT method
of training using only normal data, etc. corresponds to unsupervised learning.




B Objective variables and explanatory variables

Not only for supervised learning and unsupervised learning, for data analysis it is necessary to
consciously collect both objective variables and explanatory variables.

As one approach to further improve model accuracy, it is important that the objective variables be set
correctly. If the objective variables are not set correctly, or if variables that do not precisely represent
the issue are set as objective variables, the relationship with explanatory variables becomes weak. As a
result, high accuracy cannot be expected.

Objective variables and explanatory variables can be thought of as follows:

objective | Since they are data that represent issues, they are equivalent to the results of cause-and-
variables | effect relationships (inspection results in the inspection process, etc.)

Explanatory | Since they are data related to issues, they are equivalent to causes and factors of cause-
variables | and-effect relationships (manufacturing conditions in the manufacturing process, etc.)

From the above, it is not uncommon for objective variables to be obtained from the inspection process
and explanatory variables to be obtained from the manufacturing process. Ideally, inspection process
data and manufacturing process data would be measured simultaneously. However, in most cases the
processes themselves are separate and measurement timings are when time is free.

When objective variables and explanatory variables are measured separately, being able to link objective
variables and explanatory variables to each other is important. If linking is vague, the cause-and-

effect relationship between objective variables and explanatory variables in the data will be weak, and
high accuracy in the model cannot be expected. Therefore, when collecting objective variables and
explanatory variables, it is necessary to also be conscious of how they will be linked.

Factor analysis of
on-site issues

v

Selection/collection of
necessary data

Concept of explanatory variables

B Performing factor analysis of on-site issues and extracting explanatory variables

When using data analysis to achieve improvements in the defect rate of EQuipment A, unrelated
Equipment C data would probably not be used. To solve Equipment A issues, it is necessary to use
appropriate data obtained from Equipment A.

When solving issues using data analysis, it is necessary to collect data related to the issue in advance.
For example, create a characteristic factor diagram as shown below or a flow as shown on the
following page. Begin by examining the primary factors of the issue to be solved and check that data
representing those primary factors are being obtained. If necessary, install sensors, etc. and collect data.
What is important is not “Since there is data, data analysis should be performed”, but “In order to
solve the issue using data analysis, data related to the issue should be selected and collected, and
then data analysis should be performed.” At this time, as stated before it is important to link the data
representing the issue (objective variables) and data related to the issues (explanatory variables).

Environment Gear strength Factor analysis
Humidity ) ¢ Factory temperature \ ) Shape of on-site issues
— \ Material properties ===
Defect B of
Equipment A
Motor temperature _’ /

. s TOrque
Rotation speed ===, d

W Current value
Motor




(Example) Line utilization ratio is poor.

Is the point on the line (device, equipment, etc.) that is an issue known?

Yes * No

1) Perform line analysis to identify bottlenecks.

* Measure the takt time by line, zone, and process.

* Determine the retention between processes
(number of in-process parts, retention time)

¢ Calculate unit production costs (personnel,
machines)

Is the point on the equipment or facilities
that is an issue known?

Yes No

Proceed to (1).

Clarify what the issues are and identify the issue locations.
* Defect identification (All defects that can be identified are taken up.)

* Defect frequency visualization using Pareto charts, etc.
e Identification of process or location where defects are occurring, etc.

Is what kind of devices are used at the issue location known?

) l Yes

Have necessary data been checked?

¢ |dentify using characteristic factor diagrams
(fishbone diagrams), etc.

What is the drive system?

* Pick up servos, inverters, cylinders, actuators,
etc.

Are there sensors?

¢ Pick up digital signals and analog signals
separately.

Can the ladder be modified?
* Add measuring operation time of each power

system and acquiring sensor information to the
ladder.
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lNo

Identify component devices from
mechanical drawings, deployment
connection diagrams, machine wiring
diagrams, etc.

Proceed to (2).

No

q Consider the following if there are

data that cannot be collected:

* Can sensors be added?

* Can data be imported to the PLC
using external wiring, etc.?

* Are there alternative functions if
the ladder cannot be modified?
etc.

Proceed to (2).

Yes
q [ Select the data to collect. ]




Data collection/accumulation

W Collect and accumulate data

T 1Data collection T * Speed + Speed
= « Current o QUITER

value value

ﬁ = s I ﬂProduction site
., -1 = : Normal data  Abnormal data

.................. e

In order to perform data analysis, it is necessary to accumulate sufficient quantities and types of
past data. Accumulate data in the constructed data collection system and use it for offline analysis.
In performing offline analysis, the amount of data is involved as follows:

Having defective product data or abnormal data will enable more effective offline analysis.

In general, having larger amounts of accumulated data will enable more effective offline analysis.
The amount of accumulated data required will vary according to the issue and data characteristics.

Based on the above, model accuracy may be improved by doing the following:
Add more data, revise and add to the types of data, revise the measurement timing of data for analysis.
In particular, add defective product data and abnormal data.

H Data analysis is not a cure-all.

Data analysis is based on what was stated before: “In order to solve the issue using data analysis,
data related to the issue should be selected and collected, and then data analysis should be

performed.”
However, data analysis is not a cure-all.
A
@ Data to be analyzed
® © Data to be predicted
If it is within the analyzed If it is far from the analyzed
range, data can be range, correct prediction
Data range correctly predicted. cannot be performed.

learned by model

For example, when predicting a certain data, if the data to be predicted is within the range of
data learned by the model in advance as shown in the above diagram, data can be predicted with
high accuracy. However, for data which is far away from the analyzed data range, high prediction
accuracy cannot be expected.

It is necessary to note that in data analysis, high-accuracy prediction cannot be performed for
data which is not similar to existing known data. This means that if the data that the model learns
does not include data for predicting defective products or abnormalities, it will be difficult to make
predictions with high accuracy. (Particularly for supervised learning, it is important to collect data
for predicted defective products and abnormalities.)

For example, it is difficult to use Defect B data to create a model to predict Defect D. To create a
model to predict Defect D, it is necessary to also collect Defect D data and use it for learning.
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Analysis/diagnosis model
creation v

Examination of validity of data analysis and analysis results

Offline analysis

Create hypotheses,
select data, and create
feature quantities.

Create a Evaluate
model. the model

Pre-process

View data.
1ew data.

The 5 steps above are the general flow of offline analysis, in which collected data are analyzed and
a model for solving issues is created. The above steps are not necessarily followed in one direction
from left to right. In many cases there is a lot of going back and forth between steps.
MaiLab automatically performs each step of “Create/verify diagnosis model.” in AutoML. However,
improvements can be made in each step of “Check data trends.” MaiLab automatically performs
each step in AutoML. However in each step of “Check data trends.”, the accuracy of the model may
be improved in light of domain knowledge and physical background by doing the following:
Manually remove variables that should be removed in advance to avoid discarding necessary variables.
Create and add new “variables” and “feature quantities” based on data trends, characteristics, and
hypotheses identified in advance.
Perform pre-processing of data such as removing noise and outlier values, performing missing-value
processing, etc.

B Think about the data

Another approach is to check the correctness of the data. For example, for time-series data included

in the previously stated “Create hypotheses, select data, and create feature quantities”, review the

concepts of separators/windows, binning of numerical data. In addition, the following viewpoints

can be raised, and the "quality" of the obtained data greatly affects the accuracy of the model.

Are the various sensors used for measurement properly calibrated?

Are the various sensors used for measurement appropriately measuring data related to the issues?
(Are the measurement method, means, and installation positions appropriate?)

Is it necessary to apply compensation to the obtained data?

Are the clocks among multiple facilities or processes synchronized and correct? (Important when
date/time data are used for linking data)

Are data that have been converted to Log, etc. being used as is, or is it necessary to perform Log
conversion, etc. on data?

Are data measurement intervals appropriate? (Should measurements be taken at finer intervals or are
the intervals too fine?)

Are the measurement intervals for multiple time-series data aligned?

Are there any flags or other indicators that equipment or processes are in operation, and if so, can
they be obtained and utilized as needed to make better divisions?

Is it necessary to compensate for differences between equipment or devices, and if so, is
compensation being correctly applied?

Is information obtained from sources other than data being converted into variables? (for example,
information obtained from serial ID naming rules)

Are there any useful information recorded on paper that is not stored in a database or file, and is it being obtained?

Do trends change due to presence/absence of equipment maintenance, material changes, etc., and
if there are changes, are they being taken into consideration during analysis?

Are the results analyzed without preconceptions? (However, the obtained analysis results should be
interpreted and understood in light of domain knowledge and physical background.)



Diagnosis system
operation

v

Verification of results

Operation

When the model (analysis rules) created based on analysis results is actually operated at the
production site, the following should be considered.

B The analysis results and model should be understood and should be

explained correctly and in an easy-to-understand way to responsible parties.
In order to apply the created model to the production site, it is necessary for the person in charge of
the site and other people involved to understand the model.

When explaining, think carefully about the analysis results and the model and be sure that you
understand them so that you can explain them correctly and in an easy-to-understand way.

B Diagnosis system construction

Construct a system for performing real-time diagnosis and consider actions to be taken when
symptoms are detected.

Example: When a detection occurs, light a patrol lamp at the production site to notify everyone
immediately

B Diagnosis system operation Diagnosis system construction example

2

Introduce a diagnosis system to the
production site and operate it.

Depending on the importance of the
diagnosis target and diagnosis accuracy, g
start operation according to on-site

operation policies, such as by first verifying = [
the system on a prototype line. e A - 72
Example: Start operating real-time m@u_ﬁm
diagnostics on a trial basis on one of é:“_
multiple devices.
B (] D
DEﬂm' D Edgecross Buasic Softwine

B Verification of results u! (TR )

Evaluate the degree of operation effect on
on-site issues.

In addition, since data trends may change wowas
. . i) Offine anatysis is performed for the data, and a leaming model is created.
due to long-term operation of production @ 3 dagnovs s

facilities, changes in the environment
or materials, etc., periodic review is
necessary.

Example: The defect rate for Defect B on Equipment A was improved by 11%.
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