
The following information will help us profile your company in our Service Management Analysis. We reserve the right to publish all answers returned in print and on our Web site. If your company has additional material in the way of research, white papers and demonstrations that you feel would be helpful, please include it. If your have questions contact Bruce Boardman via email bboardman@nwc.com. Companies that decline to answer questionnaire may still be included in the article, at the author’s discretion.

Please RSVP by March 27

June 22 Service Management Survey

1. Please provide at least two reference customer contacts for interview.

· Interviews will take place between NWC and the customer without the vendor.

· The interview will be used to understand Service Management issues, challenges and strategies

· We can shield the contact’s identity by saying, for example, “an IT manager for a 10,000 employee manufacturing firm.” 

2. Describe your Service Management features architecture regarding:

· Automation

· Automate Alarm Actions:

· Problem isolation. Whenever an alarm or abnormality occurs there is always a need to trouble shoot/investigate one level deeper than the alarm provides.  Through our Detailed Diagnostics feature and advanced Alarm action policies, diagnostics can be triggered which isolate the exact problem on any device.  We also provide out of box diagnostics (ex. diagnostics isolate processes by memory or cpu is one such example). In addition, customers can also define their own custom diagnostics.

· Notifications.  ProactiveNet notifies users of any abnormal or alarm conditions via email/pager.

· Corrective actions.  Through our advanced Alarm action policies, customers can automate corrective actions based on abnormal behavior or traditional alarms.

· Automatic abnormality detection.  One of the primary strengths of ProactiveNet is its ability to detect abnormal behavior without users having to set hard thresholds (which are problematic).  Traditional thresholding is still available, but this is supplemented with abnormality detection across all attributes - this is essential for finding the true root cause of problems.

· Automation of administrative tasks.  All administration can be performed via templates from a core image device. This can be used to automate any new additions of devices and subcomponents which are to be monitored.

· Service-Infrastructure correlation.  SLA violations are automatically correlated to backend IT abnormalities.  The process is completely automated and user only needs to provide input about Service - Group level information.  Granular dependencies are not required; since statistical correlation is used to determine how likely a backend IT abnormality will cause a service level violation.

· Automatically generated reports, both canned and custom developed:

· SLA Capacity Trends

· SLA Compliance History

· SLA Compliance Matrix

· SLA Executive Summary

· SLA Health Summary

· Worst Performing SLAs

· All SLAs Compliance Summary

And other service management reports

· SLA guidance feature provides suggestion regarding the reasonable and attainable values for Service Level Threshold Values and/or Service Level Compliance Values.

· Integration

· Vendor-Specific Integration:   

· Data collection: BMC Patrol, Remedy; CA Unicenter, IBM Tivoli, NetIQ App Manager, Mercury Topaz and BAC.

· GUI-level integration: Segue, Keynote Data Pulse, Gomez, HP OpenView.

· Generic Integration Capabilities:

· Data collection:  Generic ability to define custom monitors on each of the following:  SNMP, WMI from windows, Performance Counter, DB Query, custom scripts,  Log file, and JMX.

· Exporting data/notifications: 

· Generic ability to send traps to any 3rd party solution based on ProactiveNet advanced alarm policies. 

· Traps could be based off of ProactiveNet abnormalities as well as alarms. 

· Export of all data.  All data collected and generated by ProactiveNet is available to 3rd party tools via our data base views.

· Import of alarms/change logging.  Alarm import available through SNMP traps or command line.  Importing of change events into the ProactiveNet system (for correlation purposes) is possible through command line.

· Authentication can be done via LDAP servers.   

· Processing

· SLA Compliance for past day/week/month/quarter/year.  

· Business Impact determination for IT alarms as it relates to higher level Services.

· Abnormality generation on backend IT components.

· Correlation of abnormalities to higher level service violations.

· Resource Pool virtual monitoring.  Monitoring as an aggregate can help track service levels at a virtual level if needed, and also help reduce alarms at component level.

· Reports.   Custom views which provide canned summary reports (SLA compliance history, capacity, aggregate performance, health) as well as custom top 10/line graph reports.

· Alarm Suppression capabilities. Out of box and customizable policies for reducing false/duplicate alarms.   3 primary reduction areas:  1) Leveraging our baselining technology to supplement traditional thresholds  2)  creating alarm suppression policies  3) measure and alarm at virtual pool level (pay attention to performance at aggregate level as needed - for farms of servers or pools of elements ).  

 

 

3. Please provide an annotated architectural diagram in jpeg or bitmap format. 
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This diagram depicts how ProactiveNet might be deployed in a secure online environment. The performance monitoring is done at the transaction layer (for response times) and the resource layer (for utilization/error).

ProactiveNet instrumentation is typically with the Proactive Server (Solaris or Windows box) in the trusted zone with ProactiveProxy’s outside the first firewall and in the public and the semi-trusted zones. The ProactiveProxy collects performance data within its security zone and tunnels that information using secure http. That way no firewall ports need to be opened.

The ProactiveProxy outside the first firewall periodically executes a recorded application transaction that touches all components in the infrastructure. At the same time the ProactiveSever and ProactiveProxys behind the firewall execute ghost transactions checking http, https, database, DNS and other IP services from a response time perspective.

The ProactiveNet approach is to be as agentless as possible by leveraging existing standard (SNMP, WMI) agents as well as enterprise agents such as those by CA, Tivoli, and BMC to collect information. ProactiveNet also provides an ultra-light weight java agent that also can be used to collect resource metrics.

4. Please provide Service Management metrics reported/measured by product, categorized by the following:

The ProactiveNet Business Services Management solution measures all aspects of a company's IT service infrastructure, and correlates this data using its real-time, analytics technologies. By collecting performance data and correlating events across the entire application infrastructure, including servers, operating systems, network devices, IT services, and applications, ProactiveNet provides the actionable data needed to identify the root cause of a developing performance problems. This proactive, monitoring solution is lightweight, highly customizable, and doesn't require high overhead agents on your production systems.
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· Technical IT infrastructure, i.e. CPU, IO, MTTR

· User Transaction Recorder

· Web Transaction monitor provides the response times for all recorded user transactions. Example of collected matrics:

· Availability (%) - Availability attribute is 100% if all pages corresponding to the URLs recorded in the transaction file are successfully retrieved and content match requirements are met, otherwise it is 0.

· Connect Time (sec) - Sum of the connect time for each URL.

· DNS Time (ms) - Total time taken to resolve the DNS name to obtain the IP address of all the URLs recorded in the specified transaction file

· First Byte Time (ms) - Time taken to receive the first TCP packet after the connection is established. 

· Total Response Time (sec) - Total response time for the transactions. 

· Total Bytes Read (MB) - Total number of bytes read; This is the sum of the number of bytes of data read from each URL

· Web URL monitor opens and examines web pages, looking for specified parameters (including objects, links, content positive and content negative match). It records performance data and other information for the URL, providing exact insight on each object. Example of metrics: 

· Availability (%) - Availability of the monitored URL, expressed in percentage.

· Checksum Match (%) - Status of the URL content (same/changed). 

· Connect Time (ms) - Total time taken by the monitor to establish a connection with the Web server to process the specified URL.

· DNS Lookup Time (ms) - Time taken to resolve the DNS name and get the IP address for the specified URL.

· First Byte Download Time (ms) - Time taken by the monitor to download the first TCP packet on establishing connection with the Web Server.

· Total Bytes (KB) - Total number of bytes of data downloaded from the specified URL.

· Total Response Time (ms) - Total response time to process a URL that might include the optional processing of internal/external links and downloading of images.

· User Experience Transaction monitors for web-based, c/s, CRM/ERP application. Examples of metrics::

· Overall Availability (%) - Indicates the status of the over transaction. 

· Total Response Time (sec) - Time taken by the script to run all the steps recorded in it.

· <Sub Transaction> Availability (%) - Execution status of commands present in a sub transaction. 

·  <Sub Transaction> Response Time (sec) - Time taken to execute all steps in a transaction.

· Web Server monitors return details on requests, connections, errors, and load that show whether your web servers are running adequately. You can determine not only whether a web server is implicated in a slowdown, but also whether your infrastructure is keeping up with overall growth in traffic. Examples of metrics:

· Availability (%) – Percentage availability of the monitored servlet.

· Avg Response Time (ms) – Average time for processing each request.

· Errors (per sec) - Number of errors that occurred while accessing the servlet.

· Max Response Time (ms) – Maximum time for processing a single request accessing the monitored servlet.

· Min Response Time (ms) – Minimum time for processing a single request accessing the monitored servlet.

· Requests (per sec) – Total requests accessing the monitored servlet.

· Server Availability (%) – Percentage availability of Application Server.

· Application Monitors 

· Active Data Connections (#) - Number of data connections currently active.

· Availability (%) - Availability of the monitored server. If connection is successful, system returns 100%, otherwise it returns 0. 

· Average Execution Time (sec) - Average time required by KXS process to execute a request.

· Bytes Received (per sec) - Total data (in bytes) received during client-server communication.

· Bytes Sent (per sec) - Total data (in bytes) sent during client-server communication.

· Cached Data Connections (#) - Number of data connections stored as entries in cache.

· Current Requests Threads (#) - Number of threads used by the Request Manager.

· Current Requests (#) - Number of requests currently being serviced by the process.

· Queries (per sec) - Number of queries being executed 

· Request Threads Waiting (#) - Number of threads currently idle.

· Requests (per sec) - Number of requests communicated 

· Requests Ready (#) - Number of queued requests ready for servicing.

· Requests Waiting (#) - Total queued requests waiting to be serviced.

· Total Threads (#) - Total threads (idle and in-use) created.

· Database Monitors not only show availability for a query to be processed correctly, but also the connect time to log in and the response time to execute a statement. ProactiveNet also shows several additional performance details and trends that can warn you of immediate or future problems. Examples of metrics include:

· Hit Ratio Statistics

· I/O Statistics

· Internal Health Statistics

· SQL Activity Statistics

· System Monitors- System monitoring from ProactiveNet covers: 

· AIX Agent 

· HP-UX Agent 

· Linux Agent 

· NT/2000/2003 Agent 

· Solaris Agent 

· File Size Monitor 

· HOST MIB Monitor 

· Log File Monitor 

· Security Monitors include Intelliscope for VPN-1/FireWall-1: Packet and Intelliscope for VPN-1/FireWall-1: Process 

· Network Monitors integrate SNMP information, including a SNMP Trap receiver, with the data collected from across the entire infrastructure to give comprehensive insight into the root cause of any performance: slowdown.

· Mail Monitors cover the following environments: SMTP, IMAP4, POP3, Round Trip E-mail monitor, MS Exchange SMTP Queue Monitor, Roundtrip E-mil monitor, and Exchange monitor. 

· IP Monitors do a comprehensive check on core services, verifying that any specific connection or device is accepting requests and resolving domain names correctly. Examples include

· Directory

· FTP Monitor

· Port Monitor

· NDF Monitor

· Custom Business Data collection & correlation capabilities, increases the span of monitored components and applications by collecting custom business metrics and custom IT performance data

· MTTR, PNR, and other SLA-related calculations are available through ProactiveNet reports.

· Financial impact of service

· Financial impact of service is based on the value provided during SLA configuration, the expected financial impact is projected. Financial impact is applicable only if PNR is not zero. Higher Financial Impact numbers like million is represented as M. For example, 1000000 is 1M, 1909794 is 1.9M, 100938 is 100,938)

· Business impact of service: Business Impact functionality highlights violations that are impacting both infrastructure and SLAs. Based on this information, operations and management can allocate their resources giving priority to fixing issues that impact business-critical parts of infrastructure. Business Impact helps delivery managers assess the importance of an alarm by viewing the possible impact on SLAs. Business Impact awareness is not just about which box has slowed down (or gone down); it is about knowing what applications are running on that box, who uses them, and how important that may  be. Thus, knowing the exact Business Impact and affected SLAs.

5. Please provide figures on units sold, delivered, customers serviced, etc.

ProactiveNet has serviced about 170 customers, with many, many more licenses sold.  Customers typically buy more software once the product has been deployed in production environment. A total number of licenses sold would be inaccurate, because sometimes they are sold one-by-one, and sometimes multiple licenses are bundled and sold as one license.

6. Product pricing:

· High and low ranges: 

· High ranges are $ 1M+

· Low ranges are $ 35K

· Average initial purchase is $125K - $150K

7. Please provide project implementation planning guidelines.

ProactiveNet’s Professional Services team plans out implementations based on the size of the deal/environment.  Typically, they come in four sizes, meaning 1 week to 4 weeks. The following is an example…

For planning purposes, a successful project depends upon the following:

· Creation of an implementation team including:

· Project Sponsor

· Project Manager

· System Administrator

· High-level Project scope, phasing and timeframe determination

· Conducting in-depth infrastructure and application discovery sessions to determine current and future deployment considerations

· Specification of hardware and delivery timeframes

· Creation of a Project statement of work and Project Schedule

As a template, a typical implementation outline is as follows:

Planning (Days 1 - 2)

Day 1 – Off-Site planning conference calls and resource coordination
· Several customer planning calls

· Actual time split over several weeks

Day 2 – On-Site planning meetings to determine Key Performance Indicators and Identify Monitor Targets

· Give Short training overview presentation to get everyone familiar with the project

· Meeting with the deployment teams to plan deployment

Deployment (Days 3 - 11)

Day 3

· Review Work Plan for Installation (everyone on same page)

· Install ProactiveNet Server and Temp License 

· Initial Configuration of Server for Best Practices

· Begin installing Agents and monitors (at least one from each platform and type – based on project plan and licensing)

· Adjust key monitor polling rates for detailed diagnostics.

· Build standard templates (network devices, systems, etc)

Day 4 - 11

· Continue installing agents and create monitors (Device, System, Web Transaction, Application, etc) 

· Create any remaining templates

· Create groups and/or sub-groups for infrastructure and user transaction (based on project plan)

· Create user transaction and infrastructure Root Cause Analysis (RCA) relationship

· Tune monitor thresholds as required

· Continue with end-to-end monitoring of additional applications

· Integrate ProactiveNet with client’s notification system via alarm rule(s)

· Review analysis with pertinent groups / departments. 

· Move ghost transactions and user transactions to a dedicated agent.

· Configure custom detailed diagnostics

· Review user management, view management, reports, and alarm thresholds

· Review 3rd party tools for potential integration with ProactiveNet

· Develop Custom monitor wizard scripts 

Post Deployment Tuning (Days 12 - 14)

The (3) remaining days are reserved for a post deployment review and tuning session 2-3 months after deployment has completed.  This session is comprised of the following:

Day 12 - 14

· Review Hardware performance

· Review Monitor configuration

· Review Deployment architecture

· Review Deployment configuration

· Review System Configuration

· Document finding and recommendations

· Implement recommended tuning as time permits

On-Site Training

The (1) day of training is comprised of (2) half day User Training Sessions (see User Training documentation for details) delivered within a single day. Training is delivered at the conclusion of the Deployment portion of the project.

Certification Training

The System Administrator is sent through ProactiveNet Certification training to complete the process.

8. Describe your Service Management product roadmaps – including market segmentation and underlying assumptions like required customer process maturity – for the next 2 years.

ProactiveNet solution can be adopted at various levels of customer process maturity from having no SLA and infrastructure monitoring capabilities, to having other solutions in place that collect system and custom data, or to having ITIL framework implementation in progress and requiring a monitoring solution. 

· Benefits of your Service Management solutions to IT and to the business:

After implementing ProactiveNet Service Management solutions, the users will achieve the following:

· Manage services to meet business service level agreements. The benefit of this is that IT can prioritize their infrastructure management activities according to business objectives, and improve their collaboration with business units.

· Link business service metrics directly to IT infrastructure behavior. This dramatically shortens the time to resolve IT service problems, potentially saving the enterprise millions in lost revenue, productivity, and SLA compliance fees.

· Take the right action at the right time to maximize IT’s value to the business. By having the real-time visibility into the behavior of the end-to-end infrastructure and how it relates to business objectives, IT organizations receive early, actionable data that enables them to fix problems before service levels or end users are impacted. 
ProactiveNet provides real-time business impact views, enabling IT and executives to understand which SLAs are impacted, and why. SLA performance views also present preemptive information regarding problems that are likely to occur and the type of impact expected to specific business processes. Seamless integration with the ProactiveNet alarm summary display and root cause analysis significantly enhances IT Operations capabilities to troubleshoot and pinpoint problems quickly before critical SLA violations occur.

· Organizational profiles of businesses that will best be able to take advantage of your Service Management offering(s). Include factors such as size of business by gross revenue, market, industry, technology deployed, and processes implemented.

ProactiveNet targets Fortune 1000 ($1 billion+) and leading e-commerce companies.  Large enterprise organizations, like a Fortune 1000, typically have an abundance of management tools already in place when they bring in ProactiveNet.  The tools they already have include enterprise systems management frameworks, web transactions monitors, user experience monitors, silo-specific monitors, etc.  What we find is that these companies may have no way to tie in all the data that is collected from these tools.  ProactiveNet is brought in as the “service analytics” layer, i.e., it collects data (not just events), from the entire end-to-end infrastructure and ties it all together via its correlation and analytics engine.  The correlated data that ProactiveNet delivers to the enterprise console enables these large organizations to solve the difficult to diagnose problems that plague today’s complex, multi-tier infrastructures, such as brownouts or intermittent performance problems.

For leading e-commerce companies (aka mid-size companies), we are typically brought in as the primary, end-to-end monitoring solution.

Industry/Market – Financial services (brick and mortar, and online financial services), retail, manufacturing/computing, transportation/travel, healthcare, insurance, web services, and government.

Technology deployed – Web-based, C/S, ERP/CRM application. We can also integrate with BMC Patrol, CMDB, Remedy; CA Unicenter, IBM Tivoli, NetIQ App Manager, Mercury Topaz and BAC. 

Processes implemented – Not sure what is meant here, and we may need some clarification.  But, if we’re talking about best practices guidelines like ITIL, then yes, many of our customers—especially those in the F1000—have these types of initiatives in place.  For ITIL, ProactiveNet maps directly to the Service Level Management, Problem Management, Availability Management, Incident Management, and Capacity Management disciplines, while indirectly supporting other ITIL best practices.

9. Describe your company’s market presence, including the following:

· Number of customers – About 170

· Service management revenue for fiscal year 2005 (privately held, will not disclose)

· Recent acquisitions, partnerships and technology developments related to service management

· Partnerships: Currently wrapping up a BMC MarketZone partnership that should be complete by the time this goes to press:  Others include Segue, Keynote, Gomez, Coradiant, CA, Checkpoint, IBM, BEA Systems and Sun Microsystems.

· Third-party indicators of market leadership (for instance, analyst rankings or awards)

· ProactiveNet was the FIRST product ever to win Network Computing’s coveted Product of the Year Award in two consecutive years.  A 7.0 product review is currently being planned.










